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– Experimental procedure.
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– Histone modifications. 
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– Differential peaks. 
– Correlate with other data such as RNA-seq. 



Introduction to ChIP-seq 
experiment 



ChIP-seq: Chromatin ImmunoPrecipitation 
+ sequencing

• Scientific motivation: measure specific 
biological modification along the genome: 
– Detect binding sites of DNA-binding proteins 

(transcription factors, pol2, etc.) .
– Quantify strengths of chromatin modifications 

(e.g., histone modifications).



Experimental procedures 

1. Crosslink: fix proteins on Isolate genomic DNA.
2. Sonication: cut DNA in small pieces of ~200bp.
3. IP: use antibody to capture DNA segments with 

specific proteins. 
4. Reverse crosslink: remove protein from DNA.
5. Sequence the DNA segments.



DNA with proteins

By Richard Bourgon at UC Berkley



Protein/DNA Crosslinking in vivo

By Richard Bourgon at UC Berkley



Sonication (cut DNA into pieces)

By Richard Bourgon at UC Berkley



Capture using TF-specific Antibody

By Richard Bourgon at UC Berkley



Immunoprecipitation (IP)

By Richard Bourgon at UC Berkley



Reverse Crosslink and DNA Purification

By Richard Bourgon at UC Berkley



Amplification (PCR)

By Richard Bourgon at UC Berkley



Other similar sequencing technologies

• “Captured sequencing” – enrich and then sequence selected 
genomic regions. 

• Similar technologies:
– MeDIP-seq: measure methylated DNA. 
– DNase-seq: detect DNase I hypersensitive sites.
– FAIRE-seq: detect open chromatin sites.
– Hi-C: study 3D structure of chromatin conformation. 
– GRO-seq: map the position, amount and orientation of 

transcriptionally engaged RNA polymerases.  
– Ribo-seq: detect ribosome occupancy on mRNA. Captured mRNA-seq. 
– MeRIP-seq: measure RNA methylation. Captured mRNA-seq.



Methods and software for 
ChIP-seq peak/block calling 



Data from ChIP-seq

• Raw data: sequence reads. 
• After alignments: genome coordinates 

(chromosome/position) of all reads. 
• Often, aligned reads are summarized into “counts” in 

equal sized bins genome-wide:
1. segment genome into small bins of equal sizes (50bps).
2. Count number of reads in each bin. 



ChIP-seq “peak” detection

• When plot the read counts against genome coordinates, the 
binding sites show a tall and pointy peak. So “peaks” are used 
to refer to protein binding or histone modification sites. 

• Peak detection is the most fundamental problem in ChIP-seq 
data analysis. 



Simple ideas for peak detection

• Regions with reads clustered are likely to be peaks. 
• Counts from neighboring windows need to be combined to 

make inference (so that it’s more robust). 
• To combine counts:

– Smoothing based: moving average (MACS, CisGenome), HMM-based 
(Hpeak).

– Model clustering of reads starting position (PICS, GPS).

• Moreover, some special characteristics of the data can be 
incorporated to improve the peak calling performance. 



Before peak detection

• Artifacts need to be considered: 
– DNA sequence: can affect amplification process or 

sequencing process
– Chromatin structure (e.g., open chromatin region or not): 

may affect the DNA sonication process.
– A control sample is necessary to correct artifacts.

• Reads clustered around binding sites to form two 
distinct peaks on different strands. 

• Alignment issue: mappability.



Control sample is important
• A control sample is necessary for correcting many artifacts: 

DNA sequence dependent artifacts, chromatin structure, 
repetitive regions, etc. 



Reads aligned to different strands

• Number of Reads 
aligned to different 
strands form two 
distinct peaks around 
the true binding sites.

• This information can 
be used to help peak 
detection. 

Mapping to two strands

UNC Biostatistics 784, spring 2011 3

Valouev et al. (2008) Nature Method



Mappability

• For each basepair position in the genome, whether a 
sequence read starting from this position can be uniquely 
mapped to a genome location. 

• Regions with low mappability (highly repetitive) cannot have 
high counts, thus affect the ability to detect peaks. 

Mappability

It is defined as whether a 35 bp sequence tag can be uniquely mapped

to a genome location, and recorded corresponding to the 5’ start of

the sequence tag.

UNC Biostatistics 784, spring 2011 35



Peak detection software

• MACS
• Cisgenome
• QuEST
• Hpeak
• PICS
• GPS
• PeakSeq
• MOSAiCS
• …



MACS (Model-based Analysis of ChIP-Seq)
Zhang et al. 2008, GB

• Estimate shift size of reads d from the distance of two modes 
from + and – strands.

• Shift all reads toward 3’ end by d/2.
• Use a dynamic Possion model to scan genome and score 

peaks. Counts in a window are assumed to following Poisson 
distribution with rate:
– The dynamic rate capture the local fluctuation of counts. 

• FDR estimates from sample swapping: flip the IP and control 
samples and call peaks. Number of peaks detected under 
each p-value cutoff will be used as null and used to compute 
FDR. 

http://genomebiology.com/2008/9/9/R137 Genome Biology 2008,     Volume 9, Issue 9, Article R137       Zhang et al. R137.2

Genome Biology 2008, 9:R137

unknown to the user. Second, ChIP-Seq data exhibit regional
biases along the genome due to sequencing and mapping
biases, chromatin structure and genome copy number varia-
tions [10]. These biases could be modeled if matching control
samples are sequenced deeply enough. However, among the
four recently published ChIP-Seq studies [5-8], one did not
have a control sample [5] and only one of the three with con-
trol samples systematically used them to guide peak finding
[8]. That method requires peaks to contain significantly
enriched tags in the ChIP sample relative to the control,
although a small ChIP peak region often contains too few con-
trol tags to robustly estimate the background biases.

Here, we present Model-based Analysis of ChIP-Seq data,
MACS, which addresses these issues and gives robust and
high resolution ChIP-Seq peak predictions. We conducted
ChIP-Seq of FoxA1 (hepatocyte nuclear factor 3α) in MCF7
cells for comparison with FoxA1 ChIP-chip [1] and identifica-
tion of features unique to each platform. When applied to
three human ChIP-Seq datasets to identify binding sites of
FoxA1 in MCF7 cells, NRSF (neuron-restrictive silencer fac-
tor) in Jurkat T cells [8], and CTCF (CCCTC-binding factor) in
CD4+ T cells [5] (summarized in Table S1 in Additional data
file 1), MACS gives results superior to those produced by
other published ChIP-Seq peak finding algorithms [8,11,12].

Results
Modeling the shift size of ChIP-Seq tags
ChIP-Seq tags represent the ends of fragments in a ChIP-
DNA library and are often shifted towards the 3' direction to
better represent the precise protein-DNA interaction site. The
size of the shift is, however, often unknown to the experi-
menter. Since ChIP-DNA fragments are equally likely to be
sequenced from both ends, the tag density around a true
binding site should show a bimodal enrichment pattern, with
Watson strand tags enriched upstream of binding and Crick
strand tags enriched downstream. MACS takes advantage of
this bimodal pattern to empirically model the shifting size to
better locate the precise binding sites.

Given a sonication size (bandwidth) and a high-confidence
fold-enrichment (mfold), MACS slides 2bandwidth windows
across the genome to find regions with tags more than mfold
enriched relative to a random tag genome distribution. MACS
randomly samples 1,000 of these high-quality peaks, sepa-
rates their Watson and Crick tags, and aligns them by the
midpoint between their Watson and Crick tag centers (Figure
1a) if the Watson tag center is to the left of the Crick tag
center. The distance between the modes of the Watson and
Crick peaks in the alignment is defined as 'd', and MACS shifts
all the tags by d/2 toward the 3' ends to the most likely pro-
tein-DNA interaction sites.

When applied to FoxA1 ChIP-Seq, which was sequenced with
3.9 million uniquely mapped tags, MACS estimates the d to be

only 126 bp (Figure 1a; suggesting a tag shift size of 63 bp),
despite a sonication size (bandwidth) of around 500 bp and
Solexa size-selection of around 200 bp. Since the FKHR motif
sequence dictates the precise FoxA1 binding location, the true
distribution of d could be estimated by aligning the tags by the
FKHR motif (122 bp; Figure 1b), which gives a similar result
to the MACS model. When applied to NRSF and CTCF ChIP-
Seq, MACS also estimates a reasonable d solely from the tag
distribution: for NRSF ChIP-Seq the MACS model estimated
d as 96 bp compared to the motif estimate of 70 bp; applied to
CTCF ChIP-Seq data the MACS model estimated a d of 76 bp
compared to the motif estimate of 62 bp.

Peak detection
For experiments with a control, MACS linearly scales the total
control tag count to be the same as the total ChIP tag count.
Sometimes the same tag can be sequenced repeatedly, more
times than expected from a random genome-wide tag distri-
bution. Such tags might arise from biases during ChIP-DNA
amplification and sequencing library preparation, and are
likely to add noise to the final peak calls. Therefore, MACS
removes duplicate tags in excess of what is warranted by the
sequencing depth (binomial distribution p-value <10-5). For
example, for the 3.9 million FoxA1 ChIP-Seq tags, MACS
allows each genomic position to contain no more than one tag
and removes all the redundancies.

With the current genome coverage of most ChIP-Seq experi-
ments, tag distribution along the genome could be modeled
by a Poisson distribution [7]. The advantage of this model is
that one parameter, λBG, can capture both the mean and the
variance of the distribution. After MACS shifts every tag by d/
2, it slides 2d windows across the genome to find candidate
peaks with a significant tag enrichment (Poisson distribution
p-value based on λBG, default 10-5). Overlapping enriched
peaks are merged, and each tag position is extended d bases
from its center. The location with the highest fragment
pileup, hereafter referred to as the summit, is predicted as the
precise binding location.

In the control samples, we often observe tag distributions
with local fluctuations and biases. For example, at the FoxA1
candidate peak locations, tag counts are well correlated
between ChIP and control samples (Figure 1c,d). Many possi-
ble sources for these biases include local chromatin structure,
DNA amplification and sequencing bias, and genome copy
number variation. Therefore, instead of using a uniform λBG
estimated from the whole genome, MACS uses a dynamic
parameter, λlocal, defined for each candidate peak as:

λlocal = max(λBG, [λ1k,] λ5k, λ10k)

where λ1k, λ5k and λ10k are λ estimated from the 1 kb, 5 kb or
10 kb window centered at the peak location in the control
sample, or the ChIP-Seq sample when a control sample is not
available (in which case λ1k is not used). λlocal captures the



Using MACS

• Written in python
• Newer versions are MACS2 and MACS3:

– https://hbctraining.github.io/Intro-to-
ChIPseq/lessons/05_peak_calling_macs.html

– https://github.com/macs3-project/MACS

• Syntax:
macs2 callpeak -t ChIP.bam -c Control.bam \

-f BAM -g hs -n output

https://hbctraining.github.io/Intro-to-ChIPseq/lessons/05_peak_calling_macs.html
https://github.com/macs3-project/MACS


Cisgenome (Ji et al. 2008, NBT)

• Implemented with Windows GUI. 
• Use a Binomial model to score peaks.

ni =k1i + k2i

k1i | ni ~ Binom(ni , p0)

k1i

k2i



Comparing peak calling algorithms 

peak ranking accuracy, we calculated the rate of canonical motif
occurrence for NRSF, GABP and FoxA1 within additive intervals
of 50 peaks (top 50, top 100, top 150, etc; Figure 6 and Figures S1,
S2). The percentage of peaks containing high confidence motifs
decays with decreasing peak rank, suggesting that rank generally
discriminates well between high confidence and lower confidence
peaks. The performance of the different ChIP-seq methods at
detecting high confidence NRSF binding sites is very similar; the
percentage of motif-containing peaks varied by less than 3% with
the exception of PeakSeq and HPeak. More variability is seen in
the ranking of the top 50 peaks, though the methods still differ by
only 10% when the outliers (PeakSeq and HPeak) are excluded.
Over the first 2000 peaks, PeakSeq and HPeak detect between 10
and 20% fewer peaks with strong motifs than other algorithms.
However, when a larger window (1 kb) surrounding the peak
center is examined, the performance of these methods is
comparable to other programs (Figure S3). This result suggests
that both PeakSeq and HPeak identify peaks with lower positional
resolution than other methods for the NRSF dataset. The decay of
motif content in ranked peaks for the other two datasets were
similarly tightly clustered, showing relatively little variation with
the exception of slightly poorer performance for Sole-Search in the
GABP dataset and QuEST in the FoxA1 dataset (Figure S1 and
S2, respectively). While changes in the significance threshold set
for defining a motif occurrence impacted absolute percentage of
peaks containing motifs, such changes did not alter the
performance of the programs relative to one another (Figure
S5). Another interesting point with regards to peak ranking is that
the different statistics provided by the same program can produce
substantially different rankings, with variable success at determin-
ing high-quality peaks (Figure S4).

This peak ranking analysis provides considerably more practical
information to the user than does the motif analysis conducted by
Laajala et al. [12], which simply reports the average significance of
motif overlap with all peaks. Our results support their general
conclusion that the whole peak lists from all programs show
significant proportion of the canonical binding motif and also
demonstrate the significance of peak rank in recovering high
confidence motif sites.
We note that the absence of a strong motif occurrence does not

definitively classify peaks as false positives, as some such peaks
could represent true binding sites with weak or non-canonical
binding motifs. Nonetheless, high confidence motif occurrences
within peaks are a good indicator of an actual binding event and
can be used to assess how well peak ranking identifies the most
confident binding sites. Furthermore, previous studies of non-
canonical motifs suggest that these sites makes up a relatively
minor fraction of overall motif occurrences [16].
Given the vagaries of ChIP enrichments, it is important to

consider the robustness specificity in peak calling with ‘‘noisy’’
data. Less efficient ChIP enrichments will produce datasets with a
larger ratio of non-specific background sequence to ChIP-targeted
sequence. Such datasets will thus be characterized by higher
background noise, lower peaks and under-sampling of low-
intensity peaks. The complexity of features in the background
sequence (discussed in Introduction) makes modeling ‘‘noise’’
features extremely challenging. We have simulated noisy datasets
in silico by removing randomly sampled ChIP reads from Johnson
et al. ’s NRSF dataset and introducing an equal number of reads
from the background data. Datasets were simulated where the
noisy ChIP sample was composed 10%, 30% and 50% reads
sampled from the background control dataset. These increasingly
noisy datasets are meant to simulate decreasing efficiency ChIP
enrichments with the same sequencing coverage.
As expected, the number of peaks called decreases in

simulations of less efficient ChIP (Figure S6). The size of the
decrease tended to be most marked for programs that called larger
peak lists, suggesting that it was the smaller peaks were lost in the
noise. This conclusion was borne out in by searching for canonical
motifs in the ranked peak lists from our simulated noisy data. Few
differences were observed between variable noise datasets in the
motif content of ranked peaks (Figure S7), indicating that though
all programs lost some peaks in the noise, they tended not to
increase spurious peak calls. QuEST showed the most notable
decay of motif content in noisier datasets, likely because this
algorithm’s background filtering method relies on larger control
datasets. In noisier simulations, HPeak and PeakSeq showed
increasing motif content in the top 500 peaks, such that it seems
that their ranking algorithms performed better on noisier datasets.
Further investigation is needed to discover the origin of this
phenomenon, though we suspect that this may be due to better
spatial precision in their identifications. In summary, however, we
find few substantial differences between the performance of these
programs on our simulated datasets at increasing noise thresholds.

Spatial resolution. In addition to discriminating the true
binding sites, a ChIP-seq peak finder should identify that binding
site with some degree of precision to facilitate the location of
DNA-protein binding. The width of identified peaks can be an
important consideration for de novo motif searches of peaks
identified by ChIP-seq, since extraneous sequence around the
true protein binding adds significant noise that can obscure the
motif signal. Most programs will report a peak region of variable
width, given by start and stop coordinates. However,
directionality-scoring methods tend to report either narrow fixed
width peaks (SISSRS) or single coordinate peaks (spp package),

Figure 3. Quantity of peaks identified. Programs report different
numbers of peaks, when run with their default or recommended
settings on the same dataset. Number of reported peaks is shown for
the GABP (green bars), FoxA1 (red bars) and NRSF (blue bars) datasets.
To assess how different these peak lists were, those peaks identified by
all 11 methods were calculated (core peaks).
doi:10.1371/journal.pone.0011471.g003

Testing of ChIP-Seq Algorithms

PLoS ONE | www.plosone.org 5 July 2010 | Volume 5 | Issue 7 | e11471

• Wilbanks et al. (2010) PloS One
• Laajala et al. (2009) BMC Genomics



rather than the wider regions reported by other methods. For both
the FoxA1 and NRSF datasets, the median peak width was
between 250 and 400 bp for all methods reporting peak width
ranges, with the exception of CisGenome which had smaller
median peak width (72 bp for NRSF and 90 bp for GABP; Figure
S8 and S9). In contrast, peaks called from the GABP dataset
tended to be wider, with median peak widths ranging from 300 to
800 bp, excepting CisGenome which was only 90 bp (Figure S10).
This observed variance between datasets emerges either from
actual differences in transcription factor binding (GABP binding in
a more distributed manner), from variation in the preparation of
samples (such as differences in antibody specificity or size selection
during the preparation of the sequencing library) or a combination
of such factors.
In general, programs also provide an estimate of the exact

binding position, given as a single coordinate calculated either as
the highest point of tag coverage in the peak or by some other

scoring metric. This coordinate is meant to aid the researcher in
honing in on section of DNA originally cross-linked by the target
protein during the ChIP-enrichment step. Though there is no
single nucleotide at which cross-linking occurs, this estimate is
meant to facilitate the precise discovery of cis-regulatory elements
[11]. To assess the positional accuracy of these estimates made by
different programs, the distance was calculated between each
predicted binding coordinate and the centers of high confidence
binding motifs within 250 bp (Figure 7, Table S3). Binding
positions were estimated as the center of the reported peak region,
if the program did not provide a predicted binding coordinate
(HPeak, PeakSeq and Sole-Search; starred in Figure 7). Unsur-
prisingly, all three datasets revealed that these centered estimates
provided much less positional resolution than the precise
predictions of binding positions by other programs.
For all programs, the positional accuracy was lower for the

GABP dataset (Figure 7C) than for either FoxA1 or NRSF.

Figure 5. Sensitivity assessment. The percentage of qPCR verified positives that were detected by different programs is shown as a function of
the increasing number of ranked peaks examined for the (A) NRSF dataset and its 83 qPCR-verified sites, or (C) the GABP dataset and its 150 qPCR-
verified GABP binding sites. qPCR sites were classified as ‘‘found’’ if the center of the sites occurred within 250 bp of a program’s predicted binding
site (peak summit or peak region center). (B) Coverage of high confidence (FIMO p,161027) NRSE2 motifs or (D) high confidence (FIMO p,161026)
GABP motifs throughout the human genome as a function of increasing ranked peaks examined. Motif occurrences were covered if the center of the
motif occurred within 250 bp of a program’s predicted binding site (peak summit or center of peak region).
doi:10.1371/journal.pone.0011471.g005

Testing of ChIP-Seq Algorithms

PLoS ONE | www.plosone.org 7 July 2010 | Volume 5 | Issue 7 | e11471



Another type of approach: 
modeling the read locations

• Regions with more reads clustered tend to be 
binding sites. 

• This is similar to using binned read counts.
• Reads mapped to forward/reverse strands are 

considered separately.
• Peak shapes can be incorporated. 



PICS: Probabilistic Inference for ChIP-seq 
(Zhang et al. 2010 Biometrics)

• Use shifted t-distributions to model peak shape. 
• Can deal with the clustering of multiple peaks in a 

small region. 
• A two step approach:
– Roughly locate the candidate regions.
– Fit the model at each candidate region and assign a score.

• EM algorithm for estimating parameters.
• Computationally very intensive.
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Figure 1: Binding events in two candidate regions in GABP data. PICS detected one binding
event in the region in (a) and two binding events in the region in (b). Forward and reverse
strand aligned reads are shown by red and green arrowheads, respectively. Mappability pro-
files are shown as black/white lines, in which the white intervals show nonmappable regions.
In (a) the distribution of reverse reads has been biased by a region with low mappability.

where µfk = µk − δk/2 and µrk = µk + δk/2 and µk, δk, σfk, σrk are defined as in (1), but

have an index k that corresponds to the binding event k, while wk is the mixture weight

of component k, which represents the relative proportion of reads coming from the binding

event k. For simplicity we denote by gf and gr the resulting p.d.f. of the forward and reverse

mixture distributions.

Figure 1b displays a candidate region that has two binding events, along with the corre-

sponding PICS parameter estimates.

As described in (1-2), PICS uses t distributions with 4 degrees of freedom to model local

distributions of forward and reverse reads. While the t distribution is similar in shape to the

Gaussian distribution, its heavier tails make it a robust alternative (Lange et al., 1989). The

degrees of freedom are fixed as v = 4 to minimize computation (Lo et al., 2008). Note also

that since a DNA fragment should contribute a forward read or a reverse read with equal

probability, we use the same mixture weight wk for both forward and reverse distributions.

Finally, to accomodate possible biases (e.g. in DNA sonication) that result in asymmetric

forward and reverse peaks, we use different forward and reverse variance parameters σ2
fk and

σ2
rk.
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s = 10 bp for computational convenience. We tested other values for w and s and obtained

essentially the same candidate regions.

3 Model, priors and parameter estimation

In this section, we use IGa(α, β) to denote an inverse gamma distribution, and Ga(α, β)

to denote a gamma distribution with shape parameter α and an inverse scale parameter

β. Similarly, N(µ, σ2) denotes a Normal distribution with mean µ and variance σ2, while

t4(µ, σ2) denotes a t distribution with 4 degrees of freedom, mean µ and variance parameter

σ2.

3.1 Modeling a single binding event

Having segmented the read data into candidate regions, as described in section 2, we now

assume that each region contains a single transcription factor binding site. An extension to

the case of multiple binding sites is treated below. Let us denote by fi and rj the i − th

and j − th forward and reverse reads in a given region, with i = 1, . . . , nf and j = 1, . . . , nr.

Note that the number of forward reads, nf , and reverse reads, nr, will typically vary between

candidate regions. We jointly model the forward and reverse reads as:

fi ∼ t4
(

µ − δ/2, σ2

f

)

and rj ∼ t4
(

µ + δ/2, σ2

r

)

(1)

where µ represents the binding site position, δ is the distance between the maxima of the

forward and reverse distributions, which corresponds to the average DNA fragment size of

the binding event in question, and σf and σr measure the corresponding variability in DNA

fragment lengths. Note that this approach differs from that typical for sequencing data, in

that we do not model the sequence counts, but rather the distributions of the fragment ends,

for which we have more prior information. Figure 1a displays a candidate region with one

binding event, along with the corresponding PICS parameter estimates.

3.2 Modeling multiple binding events

We use mixture models to address the possibility that the sets of forward and reverse reads

in single candidate region were generated by multiple closely-spaced binding events. We

model the forward and reverse reads using t-mixture distributions:

fi ∼
K

∑

k=1

wkt4
(

µfk, σ
2

fk

) d
=gf(fi|w, µ, δ, σf)

rj ∼
K

∑

k=1

wkt4
(

µrk, σ
2

rk

) d
=gr(rj |w, µ, δ, σr) (2)
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GPS 
Guo et al. 2010, Bioinformatics

• The general idea is very similar to PICS.
• Use non-parametric distribution to model the 

peak shape. 
• Estimation of peak shape and peak detection 

are iterated until convergence.



Use GPS

• Run following command: 
java -Xmx1G -jar gps.jar --g mm8.info --d 

Read_Distribution_default.txt --expt 
IP.bed --ctrl control.bed --f BED --out 
result

• It’s much slower than MACS or CisGenome.  
So we won’t do it in the lab. 



A little more comparison

• I found that using peak shapes helps. GPS tend to 
perform better. PICS seems not stable. 
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Bioconductor packages for protein 
binding ChIP-seq

• There are several packages: chipseq, ChIPseqR, 
BayesPeak, PICS, etc., but not very popular.

• Most people use command line driven software like 
MACS or CisGenome GUI.  



ChIP-seq for histone modification

• Histone modifications have various patterns.
– Some are similar to protein binding data, e.g., 

with tall, sharp peaks: H3K4.
– Some have wide (mega-bp) “blocks”: H3k9. 
– Some are variable, with both peaks and blocks: 

H3k27me3, H3k36me3.



Histone modification ChIP-seq data



Peak/block calling from histone ChIP-seq

• Use the software developed for TF data:
– Works fine for some data (K4, K27, K36).
– Not ideal for K9: it tends to separate a long block into 

smaller pieces.

• Many existing methods, mostly based on smoothing, 
HMM or wavelet. 



Complications in histone peak/block calling

• Smoothing-based method: 
– Long block requires bigger smoothing span, which hurts 

boundary detection. 
– Data with mixed peak/block (K27me3, K36me3) requires 

varied span: adaptive fitting is computationally infeasible.

• HMM based method:  
– Tend to over fit. Sometimes need to manually specify 

transition matrix. 



Available methods/software for 
histone data peak calling 

• MACS2 
• BCP (Bayesian change point caller) 
• SICER 
• RSEG 
• UW Hotspot 
• BroadPeak 
• mosaicsHMM 
• WaveSeq 
• ZINBA 
• ARHMM
• …



MACS2

• Has an option for broad peak calling, which uses post 
hoc approach to combine nearby peaks. 

• Syntax: 
macs2 callpeak -t ChIP.bam -c Control.bam \

--broad -g hs --broad-cutoff 0.1 



RSEG

• By Andrew Smith at USC: 
http://smithlabresearch.org/software/rseg/

• Use negative binomial distribution to model the bin 
counts, NBDiff distribution for differences between 
IP and control. 

• HMM (3-state for TF data, 2-state for epigenomic 
domains) for genome segmentation. Use 
permutation to calculate p-values and determine 
boundaries. 

http://smithlabresearch.org/software/rseg/


Use RSEG

• Inputs are bed files. 
• First determine “deadzone” (low or unmappable

regions). Deadzones for different species can be 
obtained from their website.  
deadzone -s fa -k 32 -o deadzones-mm9-k32.bed mm9 

• Then call blocks: 
rseg-diff -c mouse-mm9-size.bed -o output.bed -i
20 -v -mode 2 -d deadzone-mm9-k32.bed IP.bed
control.bed



SICER
Zang et al. 2009, Bioinformatics

• Algorithm:
– Cut genome into non-overlapping windows and 

compute a score for each window based on a 
Poisson model.

– Identify “islands” by thresholding the scores.
– Compute a score for each island. This is the tricky 

part.



Use SICER

• The software is written in python.
• Inputs are bed files for IP and control.
• Good computational performance. 
• Results are sometimes sensitive to the 

parameters.
• A typical command is like:

SICER.sh . h3k27me3.bed control.bed .\
hg19 2 200 150 0.74 600 0.01



ARHMM
Rashid et al. (2014) JASA

• Use ARHMM (auto-regressive HMM) to model the binned 
read counts. 
– The AR part has smoothing effects which overcomes the problem of 

HMM that it tends to generate smaller blocks. 

• Has capability to include more covariates, and do model 
selection.
– Consider IP counts are response, covariates can be control counts, GC 

content, mappability, TF bindings, etc.

• According to my limited experience, the results seem to be 
desirable. 



Summary for ChIP-seq peak/block calling 

• Detect regions with reads enriched. 
• Control sample is important. 
• Incorporate some special characteristics of the data 

improves results. 
• Calling blocks (long peaks) is harder. 
• Many software available. 



After peak/block calling

• Compare results among different samples:
– Presence/absence of peaks.
– Differential binding.
– Combinatory patterns. 

• Compare results with other type of data:
– Correlate TF binding with gene expressions from RNA-seq.  



Comparison of multiple ChIP-seq

• It’s important to understand the co-occurrence patterns of 
different TF bindings and/or histone modifications. 

• Post hoc methods: look at overlaps of peaks and represent by 
Venn Diagram. 
– This can be done using different tools. We’ll practice using 

Bioconductor packages in the lab. 

Figure 4. Multiple Transcription Factor-Binding Loci Associated with Nanog, Oct4, Sox2, Smad1, and STAT3 as ES-Cell Enhanceosomes
(A) Co-occurrence of transcription factor (TF) groups within MTL. Colors in the heat map reflect the colocalization frequency of each pair of TFs in MTL (yellow

means more frequently colocalized, red means less). TFs have been clustered along both axes based on the similarity in their colocalization with other factors.

(B) Dissection of the TF makeup within MTL. Two major clusters exist within the 3583 MTL. The first group (orange sector) consists of Oct4, Nanog, or Sox2, but

not n-Myc and c-Myc. The second group (light-blue sector) consists of n-Myc or c-Myc, but not Oct4, Nanog, and Sox2. The purple sector is a mixture of the first

two groups (orange and light-blue sectors).

1112 Cell 133, 1106–1117, June 13, 2008 ª2008 Elsevier Inc.



Differential binding (DB)

• This is different from the overlapping analysis, 
because it considers quantitative changes. 

• Straightforward methods: 
– Call peaks from individual dataset.
– Union the called peaks to form candidate regions.
– Treat the candidate regions as genes, then use RNA-seq 

method to test. Or model the differences of normalized 
counts from two conditions



Issues to consider in DB analysis

• How to use control data:
– Need to model the IP-control relationship.
– Simply subtracting control might not be ideal.

• Normalization between experiments:
– Signal to noise ratios (SNRs) are different due to technical 

and biological artifacts. 

• Biological variations and experimental design (same 
as in RNA-seq). 



Existing method/software for DB analysis

• ChIPDiff (Xu et al. 2008, Bioinformatics): HMM on differences of 
normalized IP counts between two groups. 

• DIME (Taslim et al. 2009, 2011, Bioinformatics): finite mixture model on 
differences of normalized IP counts.

• MAnorm (Shao et al. 2012, Genome Biology): normalization based on MA 
plot of counts from two groups, then use normalized “M” values to rank 
differential peaks. 

• ChIPnorm (Nair et al. 2012, PLoS One): quantile normalization for each 
data. Ad hoc method for detecting differential peak. 

• DBChIP (Liang et al. 2012 Bioinformatics) and DiffBind: Bioconductor 
packages, based on RNA-seq method.

• ChIPComp (Chen et al. 2015 Bioinformatics): Based on linear model 
framework, works for general design.



Combine ChIP- and RNA-seq

• It is of great interest to study how the gene 
expressions are controlled by protein bindings and 
epigenetic modifications. 

• Easy approach:
– Look at the correlation of promoter TF binding (from ChIP-

seq), and gene expression (from RNA-seq).  

• More advanced approaches: 
– Build a model to predict gene expression (from RNA-seq) 

from protein binding and epigenetic data (from ChIP-seq). 
– Build a network for all ChIP- and RNA-seq data. 



Predict expression from TF binding
Ouyang et al. (2009) PNAS

• Goal: to build a model to predict gene expressions 
using 12 TF binding datasets.

• Data: mouse ESC TF data from a cell paper by a 
Singapore group.

• Method: regression based.
• A similar paper using histone modification to predict 

gene expression is Karlic et al. (2010) PNAS. 



Procedures in Ouyang et al.

• Read counts are first summarized into gene level.
• Association strength between TF j and gene is: 

– Result aij is a matrix of ngenes by nTF.

• PCA on aij to avoid having one TF dominating.
• log-linear model: 

R ! 3.9, P value ! 6 " 10#119), while not enriched in any of the
other three sets (Fig. S4 A–D), confirming its association with
ESC-repressed genes. They are also enriched in the predicted set
of ES Down genes (R ! 3.2, P value ! 7 " 10#86), suggesting
potential interaction between Suz12 and the sequence-specific
TFs. This is consistent with the observation that a significant
subset of PRC2 target genes are co-occupied by the ESC
regulators Oct4, Sox2 and Nanog (31). It is interesting to note
that there are 71 predicted ES Down genes which are not in the
observed ES Down gene set but are actually bound by Suz12
(Table S3). Some of them may be up-regulated in certain cell
differentiation lineages (and thus become ES Down) not covered
in this analysis. For example, the Olig1 and Olig2 genes are
important for neural progenitor cells to develop into mature
neurons, and are up-regulated in neural progenitor cells versus
ESCs (30).

The above analyses suggest combinatorial roles of the TFs on
regulating ESC pluripotency. E2f1, Myc, Mycn, and Zfx may
contribute to rapid proliferation of ESCs. Since they maintain
their expression when ESCs differentiate to early differentiation
stages (data from the RNA-Seq and the array profiles), they may
continue to activate the expression of genes that are essential for
proliferation. The group II TFs, on the other hand, maintain
ESC pluripotency through activating genes that are otherwise
silent in differentiated cells. The maintenance of ESC pluripo-
tency also involves inhibition of genes expressed in differentiated
cells. The regulatory rules we found above suggest that the 12
TFs may interact with PRC2 to repress differentiation related
genes in the absence of the group I TFs. For example, the ESC
up-regulated gene Gdf3 is bound by both the group I and II TFs
(Fig. S5A), while the ESC down-regulated gene Foxa2 is only
bound by the group II TFs plus Suz12 (Fig. S5B).

Discussion
By joint modeling of ChIP-Seq and gene expression data (RNA-
Seq and microarray) we quantified the contribution of TF
binding on gene expression regulation. We demonstrated that
binding signals of sequence-specific TFs have remarkably high
predictive power on absolute mRNA abundance. We found that
gene expression indices measured by RNA-Seq have a noticeable
higher correlation with TF binding than those measured by
microarray.

We have studied the roles of TF binding on regulating
differential gene expression in ESCs. We found that a few simple
rules defined by the combinations of TFs are able to summarize
the major modes of cooperation among these TFs. The first
principal component of the ChIP-Seq signal is essentially uni-
form across all 12 TFs studied here. This is consistent with the
finding that many genomic loci are bound by a large number of
different TFs (33, 34). We found that some TFs (group II TFs)
have divergent roles in regulating gene expression, i.e., they
contribute to activation on some genes but repression on other
genes. Understanding why they act as both activators and
repressors will help to illustrate the mechanism of pluripotency.
Also, the interaction between sequence-specific TFs and PRC2
should be further investigated to clarify how PRC2 recognizes
and silences its target genes.

The approach of first extracting characteristic TFAS patterns
and then select among them the ones with good predictive power
can be generalized. Here we have used principal component
analysis for simplicity, but other methods such as k-means
clustering can also be considered. The basic feature space can be
expanded, so that instead of defining one TFAS variable for each
TF, one may construct predictor variables designed to capture
more fine-scaled co-localization among different TFs. While the
simple approach offered here seems already effective in quan-
titative modeling of gene expression in ESCs based on ChIP-Seq
data, further refinement and extension of the basic approach

may be needed to fully extract the rich information in these
massive data sets.

Materials and Methods
ChIP-Seq and Gene Expression Data. The ChIP-Seq binding peak data of the 12
TFs in mouse ESCs were obtained from Chen et al. (20). The peaks in the
neighborhood of peaks of a control GFP (20) were filtered out to eliminate
false positives due to nonspecific binding. We obtained mapped mRNA se-
quencing data for mouse ESCs and EBs (2). The gene expression values of the
sequencing data were calculated by modifying the code of the ERANGE
program, based on the RPKM definition (1). The RNA-Seq expression profiles
of mouse brain, liver and muscle were used for comparison (1). The Affymetrix
MOE430 V2 array profiles of the Oct4 sorted series were obtained from Zhou
et al. (21), in which 8 are Oct4-high samples (three ESC profiles and five EB
profiles with cells selected by high Oct4 expression) and the rest are Oct4-low
samples (eight EB profiles with cells selected by low Oct4 expression). The
Affymetrix MOE430 AB array profiles of the RA induction and Esrrb RNAi
knockdown series are from Ivanova et al. (18). Our analysis focused on the well
annotated mouse Refseq genes (N $ 19,000). The genomic coordinates of the
mm8 mouse Refseq genes were obtained from the UCSC GoldenPath data-
base.

TF Association Strength. Binary. Traditionally, a TF binding peak is usually
associated with a gene so that the distance between the peak and the gene
(usually the TSS) is the nearest out of all Refseq genes (35). Denoting the binary
TFAS as aij, aij is equal to 1 if gene i is associated with a peak of TF j; otherwise
aij is equal to 0. This approach does not take into account the intensity of the
peaks and the relative distance between peaks and genes.
Continuous. We integrate the peak intensity and the proximity to genes to
define the association strength between a TF and a gene. We assume that the
association strength of TF j on gene i is a weighted sum of intensities of all of
the peaks of TF j:

aij ! !
k

gke#dk/d0,

where gk is the intensity (number of reads aligned to the coordinate) of the kth
binding peak of the TF j, dk is the distance (number of nucleotides) between
the TSS of gene i and the kth binding peak in the reference genome, and d0

is a constant. In theory, the summation is over all binding peaks of a given TF.
But the effect of a peak decays exponentially when dk increases where the
speed depends on d0. When dk/d0 is very large the contribution of the peak will
be effectively zero. We set d0 ! 500 bps for E2f1 and 5,000 bps for other TFs
because E2f1 tends to be closer to TSSs. To save computation time, we only
consider peaks within a sufficiently large distance (say, 1 Mbps) of a gene. The
TFAS values are then log-transformed and quantile-normalized. For N genes
and M TFs the TFAS profiles are denoted by an N " M matrix A.

PC Regression. We use PCA to extract characteristic patterns (TFPCs) from the
TFAS profiles of multiple TFs. After having been centered and standardized,
the TFAS matrix A is decomposed by the singular value decomposition (SVD)
A ! U%VT, where both U (an N " M matrix) and V (an M " M matrix) are
orthogonal matrices, and % (an M " M matrix) is diagonal. The loading matrix
V consists of the weights of individual TFs in the TFPCs. We denote X ! U%,
where the TFPC scores are specified. PCA has been used to capture character-
istic modes of gene expression profiles, where the principal components are
called eigengenes (36, 37), and to study the clustering property of TFs based
on their genomic distributions (38). Here we aim to use TFPCs to predict gene
expression.

Given a single condition, the gene expression is expressed by the log-linear
regression model

logYi ! " # !
j!1

M

$ jXij # % i,

where Yi is the absolute expression of gene i, " is the basal expression, Xij is the
score of the jth TFPC on gene i, $j is the regression coefficient of the jth TFPC,
and %i is a gene-specific error term. To avoid taking the logarithm of zero, a
small positive constant is added to Yi. In this model, each TF contributes to the
prediction through the TFPCs. Thus the same TF can have positive effect on
gene expression through one TFPC and negative effect through a different
TFPC. This allows interpreting a TF as both activator and repressor, depending
on the TF combinations. Another advantage of using TFPCs as the predictors
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R ! 3.9, P value ! 6 " 10#119), while not enriched in any of the
other three sets (Fig. S4 A–D), confirming its association with
ESC-repressed genes. They are also enriched in the predicted set
of ES Down genes (R ! 3.2, P value ! 7 " 10#86), suggesting
potential interaction between Suz12 and the sequence-specific
TFs. This is consistent with the observation that a significant
subset of PRC2 target genes are co-occupied by the ESC
regulators Oct4, Sox2 and Nanog (31). It is interesting to note
that there are 71 predicted ES Down genes which are not in the
observed ES Down gene set but are actually bound by Suz12
(Table S3). Some of them may be up-regulated in certain cell
differentiation lineages (and thus become ES Down) not covered
in this analysis. For example, the Olig1 and Olig2 genes are
important for neural progenitor cells to develop into mature
neurons, and are up-regulated in neural progenitor cells versus
ESCs (30).

The above analyses suggest combinatorial roles of the TFs on
regulating ESC pluripotency. E2f1, Myc, Mycn, and Zfx may
contribute to rapid proliferation of ESCs. Since they maintain
their expression when ESCs differentiate to early differentiation
stages (data from the RNA-Seq and the array profiles), they may
continue to activate the expression of genes that are essential for
proliferation. The group II TFs, on the other hand, maintain
ESC pluripotency through activating genes that are otherwise
silent in differentiated cells. The maintenance of ESC pluripo-
tency also involves inhibition of genes expressed in differentiated
cells. The regulatory rules we found above suggest that the 12
TFs may interact with PRC2 to repress differentiation related
genes in the absence of the group I TFs. For example, the ESC
up-regulated gene Gdf3 is bound by both the group I and II TFs
(Fig. S5A), while the ESC down-regulated gene Foxa2 is only
bound by the group II TFs plus Suz12 (Fig. S5B).

Discussion
By joint modeling of ChIP-Seq and gene expression data (RNA-
Seq and microarray) we quantified the contribution of TF
binding on gene expression regulation. We demonstrated that
binding signals of sequence-specific TFs have remarkably high
predictive power on absolute mRNA abundance. We found that
gene expression indices measured by RNA-Seq have a noticeable
higher correlation with TF binding than those measured by
microarray.

We have studied the roles of TF binding on regulating
differential gene expression in ESCs. We found that a few simple
rules defined by the combinations of TFs are able to summarize
the major modes of cooperation among these TFs. The first
principal component of the ChIP-Seq signal is essentially uni-
form across all 12 TFs studied here. This is consistent with the
finding that many genomic loci are bound by a large number of
different TFs (33, 34). We found that some TFs (group II TFs)
have divergent roles in regulating gene expression, i.e., they
contribute to activation on some genes but repression on other
genes. Understanding why they act as both activators and
repressors will help to illustrate the mechanism of pluripotency.
Also, the interaction between sequence-specific TFs and PRC2
should be further investigated to clarify how PRC2 recognizes
and silences its target genes.

The approach of first extracting characteristic TFAS patterns
and then select among them the ones with good predictive power
can be generalized. Here we have used principal component
analysis for simplicity, but other methods such as k-means
clustering can also be considered. The basic feature space can be
expanded, so that instead of defining one TFAS variable for each
TF, one may construct predictor variables designed to capture
more fine-scaled co-localization among different TFs. While the
simple approach offered here seems already effective in quan-
titative modeling of gene expression in ESCs based on ChIP-Seq
data, further refinement and extension of the basic approach

may be needed to fully extract the rich information in these
massive data sets.

Materials and Methods
ChIP-Seq and Gene Expression Data. The ChIP-Seq binding peak data of the 12
TFs in mouse ESCs were obtained from Chen et al. (20). The peaks in the
neighborhood of peaks of a control GFP (20) were filtered out to eliminate
false positives due to nonspecific binding. We obtained mapped mRNA se-
quencing data for mouse ESCs and EBs (2). The gene expression values of the
sequencing data were calculated by modifying the code of the ERANGE
program, based on the RPKM definition (1). The RNA-Seq expression profiles
of mouse brain, liver and muscle were used for comparison (1). The Affymetrix
MOE430 V2 array profiles of the Oct4 sorted series were obtained from Zhou
et al. (21), in which 8 are Oct4-high samples (three ESC profiles and five EB
profiles with cells selected by high Oct4 expression) and the rest are Oct4-low
samples (eight EB profiles with cells selected by low Oct4 expression). The
Affymetrix MOE430 AB array profiles of the RA induction and Esrrb RNAi
knockdown series are from Ivanova et al. (18). Our analysis focused on the well
annotated mouse Refseq genes (N $ 19,000). The genomic coordinates of the
mm8 mouse Refseq genes were obtained from the UCSC GoldenPath data-
base.

TF Association Strength. Binary. Traditionally, a TF binding peak is usually
associated with a gene so that the distance between the peak and the gene
(usually the TSS) is the nearest out of all Refseq genes (35). Denoting the binary
TFAS as aij, aij is equal to 1 if gene i is associated with a peak of TF j; otherwise
aij is equal to 0. This approach does not take into account the intensity of the
peaks and the relative distance between peaks and genes.
Continuous. We integrate the peak intensity and the proximity to genes to
define the association strength between a TF and a gene. We assume that the
association strength of TF j on gene i is a weighted sum of intensities of all of
the peaks of TF j:

aij ! !
k

gke#dk/d0,

where gk is the intensity (number of reads aligned to the coordinate) of the kth
binding peak of the TF j, dk is the distance (number of nucleotides) between
the TSS of gene i and the kth binding peak in the reference genome, and d0

is a constant. In theory, the summation is over all binding peaks of a given TF.
But the effect of a peak decays exponentially when dk increases where the
speed depends on d0. When dk/d0 is very large the contribution of the peak will
be effectively zero. We set d0 ! 500 bps for E2f1 and 5,000 bps for other TFs
because E2f1 tends to be closer to TSSs. To save computation time, we only
consider peaks within a sufficiently large distance (say, 1 Mbps) of a gene. The
TFAS values are then log-transformed and quantile-normalized. For N genes
and M TFs the TFAS profiles are denoted by an N " M matrix A.

PC Regression. We use PCA to extract characteristic patterns (TFPCs) from the
TFAS profiles of multiple TFs. After having been centered and standardized,
the TFAS matrix A is decomposed by the singular value decomposition (SVD)
A ! U%VT, where both U (an N " M matrix) and V (an M " M matrix) are
orthogonal matrices, and % (an M " M matrix) is diagonal. The loading matrix
V consists of the weights of individual TFs in the TFPCs. We denote X ! U%,
where the TFPC scores are specified. PCA has been used to capture character-
istic modes of gene expression profiles, where the principal components are
called eigengenes (36, 37), and to study the clustering property of TFs based
on their genomic distributions (38). Here we aim to use TFPCs to predict gene
expression.

Given a single condition, the gene expression is expressed by the log-linear
regression model

logYi ! " # !
j!1

M

$ jXij # % i,

where Yi is the absolute expression of gene i, " is the basal expression, Xij is the
score of the jth TFPC on gene i, $j is the regression coefficient of the jth TFPC,
and %i is a gene-specific error term. To avoid taking the logarithm of zero, a
small positive constant is added to Yi. In this model, each TF contributes to the
prediction through the TFPCs. Thus the same TF can have positive effect on
gene expression through one TFPC and negative effect through a different
TFPC. This allows interpreting a TF as both activator and repressor, depending
on the TF combinations. Another advantage of using TFPCs as the predictors
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R ! 3.9, P value ! 6 " 10#119), while not enriched in any of the
other three sets (Fig. S4 A–D), confirming its association with
ESC-repressed genes. They are also enriched in the predicted set
of ES Down genes (R ! 3.2, P value ! 7 " 10#86), suggesting
potential interaction between Suz12 and the sequence-specific
TFs. This is consistent with the observation that a significant
subset of PRC2 target genes are co-occupied by the ESC
regulators Oct4, Sox2 and Nanog (31). It is interesting to note
that there are 71 predicted ES Down genes which are not in the
observed ES Down gene set but are actually bound by Suz12
(Table S3). Some of them may be up-regulated in certain cell
differentiation lineages (and thus become ES Down) not covered
in this analysis. For example, the Olig1 and Olig2 genes are
important for neural progenitor cells to develop into mature
neurons, and are up-regulated in neural progenitor cells versus
ESCs (30).

The above analyses suggest combinatorial roles of the TFs on
regulating ESC pluripotency. E2f1, Myc, Mycn, and Zfx may
contribute to rapid proliferation of ESCs. Since they maintain
their expression when ESCs differentiate to early differentiation
stages (data from the RNA-Seq and the array profiles), they may
continue to activate the expression of genes that are essential for
proliferation. The group II TFs, on the other hand, maintain
ESC pluripotency through activating genes that are otherwise
silent in differentiated cells. The maintenance of ESC pluripo-
tency also involves inhibition of genes expressed in differentiated
cells. The regulatory rules we found above suggest that the 12
TFs may interact with PRC2 to repress differentiation related
genes in the absence of the group I TFs. For example, the ESC
up-regulated gene Gdf3 is bound by both the group I and II TFs
(Fig. S5A), while the ESC down-regulated gene Foxa2 is only
bound by the group II TFs plus Suz12 (Fig. S5B).

Discussion
By joint modeling of ChIP-Seq and gene expression data (RNA-
Seq and microarray) we quantified the contribution of TF
binding on gene expression regulation. We demonstrated that
binding signals of sequence-specific TFs have remarkably high
predictive power on absolute mRNA abundance. We found that
gene expression indices measured by RNA-Seq have a noticeable
higher correlation with TF binding than those measured by
microarray.

We have studied the roles of TF binding on regulating
differential gene expression in ESCs. We found that a few simple
rules defined by the combinations of TFs are able to summarize
the major modes of cooperation among these TFs. The first
principal component of the ChIP-Seq signal is essentially uni-
form across all 12 TFs studied here. This is consistent with the
finding that many genomic loci are bound by a large number of
different TFs (33, 34). We found that some TFs (group II TFs)
have divergent roles in regulating gene expression, i.e., they
contribute to activation on some genes but repression on other
genes. Understanding why they act as both activators and
repressors will help to illustrate the mechanism of pluripotency.
Also, the interaction between sequence-specific TFs and PRC2
should be further investigated to clarify how PRC2 recognizes
and silences its target genes.

The approach of first extracting characteristic TFAS patterns
and then select among them the ones with good predictive power
can be generalized. Here we have used principal component
analysis for simplicity, but other methods such as k-means
clustering can also be considered. The basic feature space can be
expanded, so that instead of defining one TFAS variable for each
TF, one may construct predictor variables designed to capture
more fine-scaled co-localization among different TFs. While the
simple approach offered here seems already effective in quan-
titative modeling of gene expression in ESCs based on ChIP-Seq
data, further refinement and extension of the basic approach

may be needed to fully extract the rich information in these
massive data sets.

Materials and Methods
ChIP-Seq and Gene Expression Data. The ChIP-Seq binding peak data of the 12
TFs in mouse ESCs were obtained from Chen et al. (20). The peaks in the
neighborhood of peaks of a control GFP (20) were filtered out to eliminate
false positives due to nonspecific binding. We obtained mapped mRNA se-
quencing data for mouse ESCs and EBs (2). The gene expression values of the
sequencing data were calculated by modifying the code of the ERANGE
program, based on the RPKM definition (1). The RNA-Seq expression profiles
of mouse brain, liver and muscle were used for comparison (1). The Affymetrix
MOE430 V2 array profiles of the Oct4 sorted series were obtained from Zhou
et al. (21), in which 8 are Oct4-high samples (three ESC profiles and five EB
profiles with cells selected by high Oct4 expression) and the rest are Oct4-low
samples (eight EB profiles with cells selected by low Oct4 expression). The
Affymetrix MOE430 AB array profiles of the RA induction and Esrrb RNAi
knockdown series are from Ivanova et al. (18). Our analysis focused on the well
annotated mouse Refseq genes (N $ 19,000). The genomic coordinates of the
mm8 mouse Refseq genes were obtained from the UCSC GoldenPath data-
base.

TF Association Strength. Binary. Traditionally, a TF binding peak is usually
associated with a gene so that the distance between the peak and the gene
(usually the TSS) is the nearest out of all Refseq genes (35). Denoting the binary
TFAS as aij, aij is equal to 1 if gene i is associated with a peak of TF j; otherwise
aij is equal to 0. This approach does not take into account the intensity of the
peaks and the relative distance between peaks and genes.
Continuous. We integrate the peak intensity and the proximity to genes to
define the association strength between a TF and a gene. We assume that the
association strength of TF j on gene i is a weighted sum of intensities of all of
the peaks of TF j:

aij ! !
k

gke#dk/d0,

where gk is the intensity (number of reads aligned to the coordinate) of the kth
binding peak of the TF j, dk is the distance (number of nucleotides) between
the TSS of gene i and the kth binding peak in the reference genome, and d0

is a constant. In theory, the summation is over all binding peaks of a given TF.
But the effect of a peak decays exponentially when dk increases where the
speed depends on d0. When dk/d0 is very large the contribution of the peak will
be effectively zero. We set d0 ! 500 bps for E2f1 and 5,000 bps for other TFs
because E2f1 tends to be closer to TSSs. To save computation time, we only
consider peaks within a sufficiently large distance (say, 1 Mbps) of a gene. The
TFAS values are then log-transformed and quantile-normalized. For N genes
and M TFs the TFAS profiles are denoted by an N " M matrix A.

PC Regression. We use PCA to extract characteristic patterns (TFPCs) from the
TFAS profiles of multiple TFs. After having been centered and standardized,
the TFAS matrix A is decomposed by the singular value decomposition (SVD)
A ! U%VT, where both U (an N " M matrix) and V (an M " M matrix) are
orthogonal matrices, and % (an M " M matrix) is diagonal. The loading matrix
V consists of the weights of individual TFs in the TFPCs. We denote X ! U%,
where the TFPC scores are specified. PCA has been used to capture character-
istic modes of gene expression profiles, where the principal components are
called eigengenes (36, 37), and to study the clustering property of TFs based
on their genomic distributions (38). Here we aim to use TFPCs to predict gene
expression.

Given a single condition, the gene expression is expressed by the log-linear
regression model

logYi ! " # !
j!1

M

$ jXij # % i,

where Yi is the absolute expression of gene i, " is the basal expression, Xij is the
score of the jth TFPC on gene i, $j is the regression coefficient of the jth TFPC,
and %i is a gene-specific error term. To avoid taking the logarithm of zero, a
small positive constant is added to Yi. In this model, each TF contributes to the
prediction through the TFPCs. Thus the same TF can have positive effect on
gene expression through one TFPC and negative effect through a different
TFPC. This allows interpreting a TF as both activator and repressor, depending
on the TF combinations. Another advantage of using TFPCs as the predictors
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Prediction results from TF binding 

predicted values of the continuous TFAS model are well
matched (Pearson correlation coefficients, r ! 0.806 for RNA-
Seq and 0.727 for microarray), while those of the binary TFAS
do not. Considering that the ChIP-Seq data do not directly
measure transcript abundance, this is a surprisingly high corre-
lation which is comparable to those observed between measure-
ments made on the same samples by different types of expression
arrays (23, 24). We further noticed that a small number of
principal components of the continuous TFASs are able to
capture almost all of the predictable variations in the gene
expression. These TFPCs are sorted by their capability to explain
gene expression as shown in Fig. 2E. The top ones are TFPC1,
TFPC2, and TFPC11, which can account for 46.8%, 8.7%, and
6.5% of the gene expression variation, respectively. The other 9
TFPCs, combined together, account for "3% of the gene
expression variation.

To investigate whether this high predictive power of TF
binding on gene expression is biologically significant, we used the
same ChIP-Seq data to predict other gene expression profiles
from a number of early differentiated cell types and terminally
differentiated tissue samples of mice (Fig. 2F). Among the
datasets, the ESC, embryoid body (EB), and adult tissue profiles
are based on RNA-Seq (1, 2); others are microarray-based. For
each condition, we used the continuous TFAS profiles and
calculated the R2. Results showed that the R2 in ESCs is the

highest among all of the conditions. The R2 in EBs is clearly
lower than that in ESCs although the difference is small due to
the high similarity between the two expression profiles (r !
0.942). The comparison of the Oct4-high and Oct4-low profiles
shows a significantly lower R2 in the latter, consistent with the
role of Oct4 as the master regulator of ESCs. In the retinoic acid
(RA) induction series, the R2 consistently decreases (with the
switch of day 3 and day 4) as the number of days after induction
increases, where the cells become more and more differentiated.
In the three terminally differentiated tissue samples, the values
of the R2 are only slightly above 0.2. This suggests that the
ChIP-Seq data reflect ESC-specific TF binding.

TFPCs Discriminate Differentially Expressed Genes. We next study
how differentially expressed genes are regulated by the TFs. By
combining the RNA-Seq profiles in ESCs and EBs, and the
microarray profiles of the Oct4-high and Oct4-low samples, we
collected four sets of genes with characteristic expression pat-
terns. They are 668 genes highly expressed in both ESCs and
differentiated cells (Uniform High), 838 genes lowly expressed
in both (Uniform Low), 782 genes up-regulated in ESCs (ES
Up), and 831 genes down-regulated in ESCs (ES Down). For
detailed selection criteria, see Materials and Methods, Fig. S2,
and SI Text. For the full lists of the four gene sets, see Table S1.
We performed functional annotation on the four combined gene
sets using DAVID (25). The four gene sets are enriched in
specific function categories (Table S2). ES Up and ES Down
genes are enriched in developmental processes. The ES Up genes
include some well-known ESC markers, such as Pou5f1 (Oct4),
Sox2, Nanog, Esrrb, Dppa2, Zfp42, Nr0b1, and Nr5a2. The ES
Down genes include early developmental regulators, such as
Hand2, Mesp1, Foxa2, Sox17, and Gata4/Gata6.

We sought to infer quantitative rules of TF binding governing
the regulation of differential gene expression in ESCs. Visual-
ization in the TFPC1–TFPC2 plane shows that the four sets of
genes form clear clusters (Fig. S3A), suggesting that they are
regulated by different combinations of the TFs. The Classifica-
tion and Regression Tree (CART) algorithm (26) was applied to
discriminate the four sets of genes based on the top three TFPCs
that most explain the gene expression variation (i.e., TFPC1,
TFPC2, and TFPC11) (Fig. 2E). A classification tree with nine
splits was learned (Fig. S3 B and C). We computed the misclas-
sification error rate of the learned tree for discriminating the
four gene sets. As the baseline, the error rate is 75% in random
guessing of the class of a gene. The learned tree is able to reduce
the error rate to 37.1% (P value " 5 # 10$200, one-sided Z test;
see Fig. S3D for detailed classification results). The regulatory
rules learned in this way are combinations of TFPCs. For
example, the Uniform Low gene set can be determined by
TFPC1 " $0.77 AND TFPC11 " 0.25. The major rule on the
ES Down gene set is $0.77 ! TFPC1 " 0.06 AND TFPC2 "
1.47. The major rule governing the Uniform High gene set is
TFPC1 " 0.06 AND TFPC2 " 0.45. And the major rule on the
ES Up gene set is TFPC1 " 0.75 AND TFPC2 " $0.64.

TFPCs Provide Information on the Roles of Regulators. We now
discuss the roles of the 12 TFs in gene expression regulation
revealed from the PC-regression model based on the ESC
RNA-Seq data. To better illustrate this, we compared the sets of
regression coefficients of the model using individual TFASs as
predictors with those using TFPCs. In the model using the
individual TFs as predictors, it is notable that E2f1 dominates the
regression with a very large coefficient, while all of the other TFs
have coefficients of small magnitude (Fig. 3A). The coefficients
of Nanog, Sox2, Stat3, and Oct4 are all nearly zero. Thus standard
regression method failed to reveal the roles of even these
regulators that are generally believed to be the master ESC
regulators. In contrast, in the model using TFPCs as predictors,

Fig. 2. Model assessments. (A) Predicted versus observed ESC gene expres-
sion values for the RNA-Seq dataset on the binary TFAS. (B) RNA-Seq dataset
on the continuous TFAS. (C) Microarray dataset on the binary TFAS. (D)
Microarray dataset on the continuous TFAS. r is the Pearson correlation
coefficient. (E) The R2 statistics of individual TFPCs for the prediction of
RNA-Seq gene expression. (F) The overall R2 statistics for the predictions of
gene expression under various conditions from the ESC ChIP-Seq data.
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of the overrepresentation analysis is robust to variations of the
threshold (Fig. S2A and B), presuming that the set of best scoring
models does not exceed 20% of the total number of models,
which then naturally leads to random inclusion of other histone
modifications. Thus, H4K20me1, H3K27ac, H3K79me1, and
H2BK5ac appear to be the most important modifications asso-
ciated with gene expression levels.

Interestingly, the prediction accuracies of the one-modifica-
tion models, based on the overrepresented modifications only,
greatly vary (rH3K27ac ¼ 0.72, rH2BK5ac ¼ 0.71, rH3K79me1 ¼ 0.67,
and rH4K20me1 ¼ 0.55; Fig. S1B). Furthermore, the two-modifica-
tions with the highest individual information content, H3K27ac
and H2BK5ac, appear only two times together in the set of best
scoring models (Fig. S2C), suggesting that the information they
provide is redundant, which is supported by the finding that their
levels are highly correlated (r ¼ 0.97). H4K20me1 and
H3K79me1 occur together in only three of the 142 models, indi-
cating that they are at least partially redundant. Moreover, we
found that in almost all 142 models (92.9%), H3K27ac or
H2BK5ac occur together with either H4K20me1 or H3K79me1.

Differential Requirement of HistoneModifications in High Vs. Low CpG
Content Promoters. Given the good agreement between modeled
and measured expression values, we proceeded with further ana-
lysis of our models to infer the relationships between distinct his-

tone modifications and different groups of promoters. More
specifically, we separated the promoters into LCPs and HCPs.
This was motivated by the fact that the nucleosomes in HCPs
are almost always decorated with H3K4me3, whereas nucleo-
somes in LCPs carry this modification only when they are
expressed (24). H3K4me3 is thought to be a mark of transcription
initiation [(14) and references therein]. We reasoned that if these
promoters are differently marked by histone modifications then
the predictive power of histone modifications should also differ
between these two groups of promoters.

We divided the promoters according to their CpG content,
with 2,779 LCPs and 7,089 HCPs, and determined the regression
parameters for the full model on both groups separately in a 10-
fold cross-validation setting. As a first result, we observed that the
prediction accuracy for LCPs (r ¼ 0.72) is comparable to HCPs
(r ¼ 0.75) (Fig. S3).

We proceeded with building models with all combinations of
one, two, and three modifications, for both sets of promoters se-
parately. For HCPs, we found that the overall ranking of models
remained very similar to the ranking of models determined for all
promoters. This is hardly surprising because HCPs constitute
72% of all analyzed promoters, suggesting that the results for
all promoters were dominated by HCPs. For LCPs, the ranking
of the models changed compared to all promoters, although for
the one-modification models, H3K27ac still remained the best

Fig. 2. Quantitative relationship between histone modification levels and expression. (A) Scatterplot with the predicted expression value in CD4þ T-cells using
the full linear model on the x axis and the measured expression value in CD4þ T-cells on the y axis. The shades of blue indicate the density of points; the darker
color, the more points. The red line indicates the linear fit between predicted and measured expression (y ¼ 0.99x þ 0.02), which are highly correlated
(r ¼ 0.77), indicating a quantitative relationship between levels of histone modifications at the promoter and gene expression levels. (B) Comparison of pre-
diction accuracy between all possible one-modification, two-modifications, three-modifications models, and the full model for CD4þ T-cells. Models are sorted
by ascending prediction accuracy along the x axis. The best models using only a small subset of modifications almost reach the prediction accuracy of the full
linear model. (C) Bar plot showing the frequency of appearance of different histone modifications in best scoring three-modifications models (142 models) for
CD4þ T-cells. Best scoring models are defined as reaching at least 95% of prediction accuracy of the full linear model. (D, E) Expression values of genes, which
were at least 5-fold up or down regulated in CD36þ and CD133þ cells with respect to CD4þ T-cells, predicted using model parameters trained on data from
CD4þ T-cells. The predicted and measured expression values are highly correlated for both CD36þ (D) (r ¼ 0.75; 1,412 genes) and CD133þ (E) (r ¼ 0.63; 1,243
genes) cells. The equations of the regression line for both CD36þ and CD133þ cells (y ¼ 0.43x þ 6.04 and y ¼ 0.53x þ 6.17, respectively) show a high value of
the intercept and a slope different from one due to the fact that the levels of the histone modifications were not normalized across cell types.
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Prediction results from histone modification



Network based analysis of multiple ChIP-seq

• Yu et al. (2008) Genome Research.
• Data used: human CD4+ T-cell chip-seq for 23 histones and TF 

binding (from Keji Zhao’s Cell paper). Read counts are 
summarized into TSS +/- 1kb region.

• Method: 
– Bayesian network on discretized counts using WinMine. A 

randomization procedure is implemented to select the robust 
edges.



Result from BN

A chain of three nodes negatively associated with gene
expression, H3K9me3 → H3K9me2 → H3K79me2, is down-
stream of H3K27me3 and H4K20me3 (Fig. 3C). Three other
nodes, H3K27me2, H4R3me2, and H3K36me3, are also nega-
tively correlated with gene expression, with H4R3me2
dependent on H3K27me2 and H3K4me3, and H3K36me3
on H3K4me3 only (Fig. 3C). The rest of the nodes, including
all the monomethylations, H3K4me3, Pol II, H2A.Z, and
CTCF, are all directly or indirectly associated and positively
correlated with gene expression. Among them, a chain of
causal relationships formed among four monomethylations,
H3K4me1 → H2BK5me1 → H3K36me1 → H3K79me1, seems to
be significantly longer than expected (P = 0.044 assuming normal
distribution) (see Methods) (Fig. 3C). The biological meaning of
this observation is currently unknown.

The modifications or binding events, such as H2A.Z and
CTCF binding at the bottom of the cascade, are not predicted to
be causal to gene expression (Fig. 3C).

Existing experimental support for the inferred relationships

Since epigenetic modifications reflect the gene expression status
in a particular tissue and state, the same gene is likely to be
modified differently in distinct tissues or conditions. Even the
methyltransferase or demethylase complexes catalyzing the
modifications might be different. However, the relationship of
each modification to gene expression status, and the relation-
ships among various modifications present in T cells might re-
flect their interaction patterns in general toward forming the

Figure 3. Causal relationships among histone modifications and gene expression. (A) Flowchart of a Bayesian network construction using sequence
counts within TSS ± 1kb. See text for details. (B) The coverage and accuracy of models derived from sequence counts within TSS ± 600bp, TSS ! 1kb,
and TSS ! 2kb. For each N (an integer from one to 10) nine out of 10 group combinations, the models’ accuracy and coverage are calculated generating
a curve for each sequence range used to construct the models. We performed random grouping 100 times, and hence, the coverage and accuracy at
each N is the average of 100 trials. The vertical and horizontal bars on the curve denote the standard deviations of accuracy and coverage at each point.
(C) The common Bayesian network (see text for details) consisted of only compelled edges agreed by all 100 trials. The model is based on the sequence
counts in TSS ! 1kb. The edge colors indicate the correlations (measured by Pearson correlation coefficient [PCC]) among the various modification/
binding factors; nodes are colored by their correlation to gene expression. Colors are scaled as shown in the color legend. The edge directions have the
same meanings as in Fig. 1B. (D) The causal relationships in the Bayesian network model are not expected by shuffled sequence counts among genes
for each ChIP. Comparing to that of the real data, when the sequence counts are shuffled among genes, each Bayesian network contains zero compelled
edge. Each point on a curve represents the average results of 100 tests or 100 simulations, with the vertical bars on the curve denoting the standard
deviations at each point.

Yu et al.
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Review

• ChIP-seq detects TFBS or measure histone 
modifications along the genome. 

• Peak (short and long) detection is the major goal of 
data analysis. 

• Number of aligned reads are input data. Data in 
neighboring regions need to be combined to call 
peaks. 

• Many similar technologies, and the method are more 
or less the same. 


