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Outline	  

•  Introduc8on.	  
–  Biological	  mo8va8ons	  	  
–  experimental	  procedures.	  	  
–  Informa8on	  provided	  by	  RNA-‐seq	  data.	  	  

•  Analyses	  of	  RNA-‐seq	  data:	  methods	  and	  useful	  
soIware	  tools.	  
–  Data	  summariza8on	  and	  normaliza8on.	  
–  Differen8al	  expression.	  	  
–  Other	  issues:	  alterna8ve	  splicing	  and	  isoform	  expression.	  



Gene	  expression	  levels	  are	  measured	  through	  
their	  mRNA	  abundance	  

gene	  

The	  amount	  of	  these	  
maPers!	  	  But	  they	  are	  
difficult	  to	  measure.	  

The	  amount	  of	  these	  is	  
easy	  to	  measure.	  And	  it	  is	  
posi8vely	  correlated	  with	  
the	  protein	  amount!	  

DNA	  
(2	  copies)	  

mRNA	  
(mul)ple	  copies)	  

Protein	  
(mul)ple	  copies)	  



Measuring	  mRNA	  abundance	  
•  Using	  gene	  expression	  microarray:	  

–  Probes	  are	  designed	  to	  target	  genes.	  
–  mRNA	  are	  converted	  to	  cDNA,	  labeled	  by	  dyes,	  hybridized	  to	  
microarray	  (cDNA	  are	  aPached	  to	  probes	  with	  complementary	  	  
sequences).	  

–  High	  gene	  expression	  -‐>	  more	  cDNA	  -‐>	  corresponding	  probes	  
have	  higher	  fluorescent	  intensi8es.	  	  

•  Using	  RNA-‐seq:	  
–  Sequence	  the	  cDNA,	  then	  align	  all	  reads.	  
–  High	  gene	  expression	  -‐>	  more	  cDNA	  -‐>	  more	  reads	  aligned	  to	  
the	  genes.	  	  

–  Different	  from	  microarrays:	  hybridiza8on	  is	  replaced	  by	  
sequencing.	  



RNA-‐seq	  experiment	  

1.  Extract	  RNA	  from	  
samples.	  

2.  Generate	  cDNA.	  
3.  Fragmenta8on	  (cut	  cDNA	  

into	  small	  pieces),	  then	  
select	  the	  fragments	  with	  
certain	  lengths.	  

4.  Sequence	  the	  fragmented	  
cDNA.	  

	  



Beyond	  gene	  expressions	  

•  RNA-‐seq	  provide	  much	  more	  informa8on	  than	  gene	  
expression	  microarrays.	  In	  addi8onal	  to	  gene	  
expressions,	  it	  provides	  informa8on	  for:	  
–  alterna8ve	  splicing	  	  
–  structural	  changes	  of	  genes:	  gene	  fusion.	  
–  new	  genes/exons.	  
–  splicing	  efficiency	  (Bai	  et	  al.	  2013,	  PNAS).	  
–  RDD:	  RNA-‐DNA	  difference	  (Li	  et	  al.	  2011,	  Science):	  very	  
controversial!	  	  

	  



Method	  and	  soFware	  for	  
RNA-‐seq	  data	  analysis	  



RNA-‐seq	  data	  analyses	  

•  RNA-‐seq	  data:	  sequence	  reads.	  	  
•  First	  step:	  alignment	  to	  the	  reference	  genome.	  
•  Informa8on	  used	  for	  different	  tasks:	  
–  expression:	  read	  counts	  in	  genes/exons.	  
–  alterna8ve	  splicing:	  read	  counts	  and	  junc8on	  reads.	  	  
–  gene	  fusion:	  distances	  between	  paired	  reads	  from	  “paired-‐
end”	  sequencing.	  	  

•  We	  will	  focus	  on	  expression	  analysis	  in	  this	  lecture.	  	  



Gene	  expression	  analysis	  

•  Biological	  mo8va8on	  is	  the	  same	  as	  gene	  expression	  
microarrays:	  compare	  the	  expression	  of	  genes	  
between	  different	  samples.	  

•  Steps:	  	  
–  summariza8on:	  get	  a	  number	  for	  each	  gene	  to	  represent	  
its	  expression	  level.	  

–  normaliza8on:	  remove	  technical	  ar8facts	  so	  that	  data	  from	  
different	  samples	  are	  comparable.	  	  

–  differen8al	  expression	  detec8on:	  gene	  by	  gene	  sta8s8cal	  
test.	  



Summariza)on	  of	  read	  counts	  

•  From	  RNA-‐seq,	  the	  alignment	  result	  gives	  the	  chromosome/
posi8on	  of	  each	  aligned	  read.	  

•  For	  a	  gene,	  there	  are	  reads	  aligned	  to	  the	  gene	  body.	  How	  to	  
summarized	  them	  into	  a	  number	  for	  the	  expression?	  	  

•  Easiest:	  simply	  count	  the	  number,	  then	  normalized	  by	  gene	  
lengths	  and	  total	  number	  of	  reads	  in	  the	  experiment	  –	  RPKM	  
(reads	  per	  kilo-‐bp	  per	  million	  reads).	  Mortazavi	  et	  al.	  (2008),	  
Nature	  Method.	  



Ar)facts	  in	  the	  reads	  distribu)on	  	  

•  The	  reads	  are	  NOT	  uniformly	  distributed	  within	  gene	  bodies.	  
It	  affects	  by	  many	  things	  such	  as	  the	  sequence	  composi8on,	  
chroma8n	  structure,	  etc.	  	  

Li et al. Genome Biology 2010, 11:R50
http://genomebiology.com/2010/11/5/R50
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distribution. Rather, the distribution of a count seems to
depend on the position of its sequence in the transcript.
This compels us to consider more sophisticated models.
The observation that the biases in read rates are strongly
dependent on local sequences has also been described by

Hansen et al. [21], which is an independent work that
came to our attention when our paper was under review.

The Poisson linear model and its performance
For nucleotide j of gene i, we want to model how the dis-
tribution of the count of reads starting at this nucleotide
(denoted as nij) depends on the expression level of this
gene (denoted as μi) and the nucleotide sequence sur-
rounding this nucleotide (the sequence with length K is
denoted as bij1, bij2, �, bijK,). We assume nij~Poisson (μij),
where μij is the rate of the Poisson distribution, and μij =
ωij μi, where ωij is the sequencing preference, which may
depend on the surrounding sequence. As a simple
approach, we use a linear model for the preference and
hence the Poisson rate:

where νi = log(μi), α is a constant term, I(bijk = h) equals
to 1 if the kth nucleotide of the surrounding sequence is h,
and 0 otherwise, and βkh is the coefficient of the effect of
letter h occurring in the kth position. This model uses
about 3K parameters to model the sequencing preference.
To fit the above model, we iteratively optimize the gene
expression levels and the Poisson regression coefficients
(Materials and methods).

We applied our model to each of the eight sub-datasets.
As local sequence context, we use 40 nucleotides prior to
the first nucleotide of the reads and 40 nucleotides after
them (that is, the first 40 nucleotides of the reads; see
Additional file 1 for the reason for choosing this region).
Thus, our model uses 3 × 80 = 240 parameters to model
the sequencing preference. This is a relatively small num-
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Figure 1 Counts of reads along gene Apoe in different tissues of 
the Wold data. (a) Brain, (b) liver, (c) skeletal muscle. Each vertical line 
stands for the count of reads starting at that position. The grey lines are 
counts in the UTR regions and a further 100 bp. Here introns are delet-
ed and exons are connected into a single piece. Only shown are counts 
on one strand of the gene; counts on the other strand show similar 
similarities in different tissues. Nt: nucleotides.
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Table 1: Variance-to-mean ratios in different datasets

Variance-to-mean ratios

Dataset Sub-dataset Maximum Median Minimum

Wold Brain 248 36 21

Liver 1,503 48 19

Muscle 2,088 34 18

Burge Group 1 835 78 14

Group 2 1,187 102 28

Group 3 1,593 112 20

Grimmond EB 24,385 806 47

ES 9,162 345 22

Li	  et	  al.	  (2010)	  Genome	  Biology	  



Weighted	  sum	  (Hensen	  et	  al.	  2010	  NAR)	  

•  Discovered	  	  that	  reads	  from	  Illumina	  has	  a	  7-‐bp	  mo8f	  at	  
beginning:	  there	  are	  more	  reads	  started	  with	  certain	  7-‐bp	  due	  
to	  technical	  ar8facts	  (the	  random	  priming	  bias).	  

•  Down-‐weight	  the	  reads	  started	  with	  the	  mo8f.	  

	  	  

–  w(h):	  weights	  for	  reads	  star8ng	  with	  heptamer	  h.	  	  	  
–  	  	  	  	  	  	  	  	  :	  observed	  distribu8on	  of	  heptamers	  star8ng	  at	  posi8on	  i.	  

Pasteur Institute, which provides access to the EMBOSS
(4) suite of programs. Free energies from RNA–DNA
duplexes were used.

Reweighting scheme

Each read is assigned a weight wðhÞ based on its first
heptamer h (seven bases) and computed as follows.
Given a set of mapped reads, let p̂hep:i be the observed
distribution of heptamers starting at position i (hence
spanning positions i to i+6) of the reads. Specifically,
p̂hep:iðhÞ is the proportion of reads which have heptamer
h at position i and p̂hep:1ðhÞ is the proportion of reads
starting with heptamer h. Define the weights w by

wðhÞ ¼

1
6

P29

i¼24
p̂hep:iðhÞ

1
2 ðp̂hep:1ðhÞ+p̂hep:2ðhÞÞ

ð1Þ

(Here, we assume a read length of at least 35 nt.)
At each (stranded) genomic location l, we compute

the number of reads cðlÞ with 50-end mapping to l. Each
(stranded) genomic position is identified with a single
heptamer hðlÞ and the reweighted counts are computed
as cwðlÞ ¼ cðlÞwðhðlÞÞ. A specific example is provided in
Table 1.
The method is implemented in the R package

Genominator (version 1.1.5), released through the
Bioconductor Project (5).

Evaluation of the reweighting scheme

Regions of constant expression (ROCE) were defined
based on existing annotation as maximal genomic
regions for which each position is annotated as belonging
to the same set of transcripts (for example, two
overlapping transcripts are split into three ROCEs).
Highly expressed ROCEs (heROCEs) were defined as
ROCEs longer than 100 (Saccharomyces cerevisiae) or 50
(Homo sapiens) mappable bases, with more than one
mapped read per mappable base. For the experiments con-
sidered here, roughly 10% of all ROCEs were highly ex-
pressed (Supplementary Table S2).
For each heROCE, we computed !2 goodness-of-fit

statistics to the Poisson distribution with a constant inten-
sity and coefficients of variation for the unadjusted cðlÞ
and the reweighted cwðlÞ counts (Figure 4 and
Supplementary Figures S6–S8). Either of these two
measures being lower for the reweighted counts than for
the unadjusted counts was taken as evidence that re-
weighting improved the uniformity of the location of the
reads within heROCEs. For five different data sets (four
from S. cerevisiae and one from H. sapiens), we observed a
consistent decrease in both measures for almost all
heROCEs.

RESULTS

Positional nucleotide bias

To explore potential biases in the sequencing system, we
analyzed data from a number of recently published and

unpublished RNA-Seq experiments conducted using the
Illumina Genome Analyzer (1,6–9). For each experiment,
we determined a set of stringently mapped reads and
computed the nucleotide frequencies for each position of
the reads (see ‘Materials and Methods’ section).

There is a strong distinctive pattern in the nucleotide
frequencies of the first 13 positions at the 50-end of
mapped RNA-Seq reads (Figure 1a). The nucleotide
frequencies vary from position to position, but are
almost the same across different experiments. It is
striking that while the exact nucleotide frequencies differ
slightly between experiments, their relative changes are
nearly identical. After the first 13 positions, the nucleotide
frequencies become independent of position, but are dif-
ferent between experiments, presumably reflecting the base
content of the different transcriptomes. The pattern is thus
reproducible across experiments in different organisms
and laboratories. A similar pattern is also present when
all unmapped (versus. only mapped) reads are considered
(Supplementary Figure S1).

It is not only the frequencies of single nucleotides at
the 50-end of reads that are very similar across experi-
ments, but also the frequencies of longer runs of nucleo-
tides, such as hexamers. As an example, in Figure 2, we
compare the distributions of hexamers corresponding to
read positions 1–6 as well as positions 25 to 30 for
S. cerevisiae and H. sapiens. Presumably, the sizable cor-
relation (r ¼ 0:77) at the beginning of reads primarily
reflects a bias in nucleotide content, whereas the limited
correlation (r ¼ 0:35) at the end reflects some similarity of
hexamer composition between the transcriptomes of the
two organisms.

This dependence of nucleotide frequency on position
can occur either because of a reproducible bias originating
from the sequencing platform or because of a spatial bias
of the reads across the transcriptome.

In contrast to RNA-Seq, no strong distinctive pattern in
nucleotide frequencies is observed for DNA resequencing
and ChIP-Seq experiments (10–14) (Figure 1b and
Supplementary Figure S2). This shows that the 50 nucleo-
tide bias from RNA-Seq is not caused by the Illumina
Genome Analyzer DNA sequencing protocol, but rather
by additional steps in the RNA-Seq library preparation,
namely RNA extraction and reverse transcription into
dscDNA. The standard protocol described above was
used in all experiments in Figure 1a, except for two ex-
periments that omitted RNA fragmentation.

Based on Figure 1c, we conclude that the pattern is
caused by the use of random hexamers to prime the
reverse transcription of RNA into dscDNA. The figure
shows a number of RNA-Seq experiments employing
alternative library preparation protocols (15–17). Two of
these experiments used oligo(dT) priming followed by
fragmentation of dscDNA using nebulization and sonic-
ation; both these experiments show no dependence of
the nucleotide frequencies on position. The other two
experiments employed oligo(dT) priming and random
hexamer priming, both followed by fragmentation of
dscDNA using DNase I. The nucleotide frequencies for
these latter two experiments have similar patterns,
but compared with the pattern of the RNA-Seq

e131 Nucleic Acids Research, 2010, Vol. 38, No. 12 PAGE 2 OF 7

 at U
niversity of Alabam

a at Birm
ingham

 on M
arch 2, 2011

nar.oxfordjournals.org
D

ow
nloaded from

 

p̂hep:i



Results:	  reweigh)ng	  increase	  uniformity	  
of	  read	  distribu)on	  within	  gene	  body	  

the beginning relative to the end are downweighted and
vice versa. Accordingly, weights are of the following
general form

wðhÞ # p̂end of the readsðhÞ
p̂start of the readsðhÞ

ð2Þ

where p̂ðhÞ is the proportion of reads starting/ending with
heptamer h [in practice, we use a slight variation of this
basic idea to compute the weights, see Equation (1) in
‘Materials and Methods’ section for a precise definition].
The weights are used in the following way: instead of
counting the reads mapping to a genomic region (for
example, an exon), the weights of the reads mapping to
the region are added, see Table 1 for an example. Simply
counting the reads mapping to a genomic region is equiva-
lent to a reweighting scheme where all weights are equal to
one. The weights are constructed in such a way that the
distribution of the first heptamer of the re-weighted reads
is equal to the distribution of the last heptamer of the
unweighted reads.

Defining the weights based on 7 nt requires computing
47–1=16 383 frequencies. While the bias extends over the
first 13 positions of the reads, we have found that weights
based on only the first 7 nt perform the best (with weights
based on either 6 or 8 nt performing almost as well). The
reason that weights based on longer oligomers do not
perform better is likely to be that the number of required
oligomer frequencies increases exponentially while the
amount of data stays constant. In addition, as longer se-
quences are used, certain sequences are only observed at
the beginning or at the end of the reads, leading to weights

being either zero or infinity. If sequencing depth is substan-
tially increased, it might be possible to base the weights on
>7 nt. Note that one of the data sets used for evaluation
has >80 million mapped reads.
As detailed in ‘Materials and Methods’ section, we

define the weights in a slightly different manner than the
intuitive approach outlined above. Essentially, we average
frequencies over several locations in the reads.
Interestingly, we find that the performance of the
reweighting scheme is substantially improved by averaging
over the heptamer distributions starting at positions 1 and
2 (Supplementary Figure S8). Figure 1 shows that these
two heptamer distributions are very different, since the
marginal distributions of single nucleotides are very differ-
ent. We propose two explanations for this improvement.
First, is the well-known observation that the Illumina se-
quencer tends to have a higher error rate at the first base of
the read (2). Second, the end repair performed as part of
the standard protocol may shift the start position of the
read relative to the binding of the random hexamer.
Using data from experiments in S. cerevisiae (8) and

H. sapiens (9), we found that reweighting the reads
improves their uniformity along expressed transcripts,
although substantial heterogeneity remains (Figure 4 and
Supplementary Figures S6–S8). We concentrated on
non-short, highly expressed regions of constant expres-
sion, defined based on existing gene annotation (roughly
equal to coding sequences in yeast and exons in human)
and taking mappability into account. We used highly ex-
pressed regions (>1 read per base), because evaluating the
effect of the methodology on base-level spatial heterogen-
eity requires a reasonable number of reads per base. For
measuring the uniformity of the reads, we used the !2

goodness-of-fit statistic and the coefficient of variation.
Both measures were substantially reduced (up to 50%)
when re-weighting was used, although the statistics as
well as qualitative evaluation suggest that the reweighted
counts are still not uniformly distributed within an ex-
pressed transcript.
One possible concern with this methodology is the use

of the same data set for computing the weights and
evaluating the performance improvement, especially
since we focus on highly expressed genes where most of
the reads come from. We have also computed the weights
using only reads that mapped outside of highly expressed
genes and the performance improvement did not change.
For convenience, we suggest using all mapped reads to
compute the weights.

DISCUSSION

We have shown that priming using random hexamers
biases the nucleotide content of RNA sequencing reads
and that this bias also affects the uniformity of the loca-
tions of the reads along expressed transcripts. Despite this
bias, we believe that priming using random hexamers is
preferable to using oligo(dT) priming, as the latter is
highly biased toward the 30-end of the expressed
transcripts.
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Figure 4. Evaluation of the reweighting scheme. (a and b) Unadjusted
and re-weighted base-level counts for reads from the WT experiment
mapped to the sense strand of a 1-kb coding region in S. cerevisiae
(YOL086C). The graey bars near the x-axis indicate unmappable
genomic locations. (c) The !2 goodness-of-fit statistics based on un-
adjusted and reweighted counts for 552 highly expressed regions of
constant expression. (d) Smoothed histograms of the reduction in !2

goodness-of-fit statistics when using the re-weighting scheme, evaluated
in five different experiments. Values greater than zero indicate that the
re-weighting scheme improves the uniformity of the read distribution.
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Model	  the	  read	  counts	  as	  a	  func)on	  of	  
base	  composi)ons	  (Li	  et	  al.	  2010	  GB)	  

•  Log-‐linear	  model:	  for	  nucleo8de	  j	  of	  gene	  i,	  
–  nij:	  number	  of	  reads	  star8ng	  at	  this	  posi8on.	  
–  μi:	  true	  expression	  of	  the	  gene.	  
–  ωij:	  sequence	  biases	  at	  this	  posi8on.	  	  

•  Model:	  let	  μij=μi*ωij,	  assume	  nij|μij	  ~	  Poisson(μij),	  and	  

•  Non-‐linear	  model:	  MART	  (mul8ple	  addi8ve	  
regression	  trees).	  

Li et al. Genome Biology 2010, 11:R50
http://genomebiology.com/2010/11/5/R50
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distribution. Rather, the distribution of a count seems to
depend on the position of its sequence in the transcript.
This compels us to consider more sophisticated models.
The observation that the biases in read rates are strongly
dependent on local sequences has also been described by

Hansen et al. [21], which is an independent work that
came to our attention when our paper was under review.

The Poisson linear model and its performance
For nucleotide j of gene i, we want to model how the dis-
tribution of the count of reads starting at this nucleotide
(denoted as nij) depends on the expression level of this
gene (denoted as μi) and the nucleotide sequence sur-
rounding this nucleotide (the sequence with length K is
denoted as bij1, bij2, �, bijK,). We assume nij~Poisson (μij),
where μij is the rate of the Poisson distribution, and μij =
ωij μi, where ωij is the sequencing preference, which may
depend on the surrounding sequence. As a simple
approach, we use a linear model for the preference and
hence the Poisson rate:

where νi = log(μi), α is a constant term, I(bijk = h) equals
to 1 if the kth nucleotide of the surrounding sequence is h,
and 0 otherwise, and βkh is the coefficient of the effect of
letter h occurring in the kth position. This model uses
about 3K parameters to model the sequencing preference.
To fit the above model, we iteratively optimize the gene
expression levels and the Poisson regression coefficients
(Materials and methods).

We applied our model to each of the eight sub-datasets.
As local sequence context, we use 40 nucleotides prior to
the first nucleotide of the reads and 40 nucleotides after
them (that is, the first 40 nucleotides of the reads; see
Additional file 1 for the reason for choosing this region).
Thus, our model uses 3 × 80 = 240 parameters to model
the sequencing preference. This is a relatively small num-
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Figure 1 Counts of reads along gene Apoe in different tissues of 
the Wold data. (a) Brain, (b) liver, (c) skeletal muscle. Each vertical line 
stands for the count of reads starting at that position. The grey lines are 
counts in the UTR regions and a further 100 bp. Here introns are delet-
ed and exons are connected into a single piece. Only shown are counts 
on one strand of the gene; counts on the other strand show similar 
similarities in different tissues. Nt: nucleotides.
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Table 1: Variance-to-mean ratios in different datasets

Variance-to-mean ratios

Dataset Sub-dataset Maximum Median Minimum

Wold Brain 248 36 21

Liver 1,503 48 19

Muscle 2,088 34 18

Burge Group 1 835 78 14

Group 2 1,187 102 28

Group 3 1,593 112 20

Grimmond EB 24,385 806 47

ES 9,162 345 22



Results	  
•  Results	  from	  the	  (linear	  or	  non-‐linear)	  model	  are	  es8mated	  

gene	  expression.	  	  
•  Comparing	  the	  correla8on	  with	  microarray	  data,	  	  MART	  

model	  is	  bePer	  than	  using	  sum:	  Li et al. Genome Biology 2010, 11:R50
http://genomebiology.com/2010/11/5/R50
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preferences, and the average relative improvement is
about 7.2%. This suggests that our MART model offers
meaningful improvement for the isoform expression level
estimate even for the Wold data, which has the least
amount of non-uniformity.

In the above, we find that the main factor determining
how much improvement our model can bring is the mag-
nitude of fold changes. Thus, we expect that our method
can be applied to many other problems that involve short
sequence elements. In new isoform discovery, a problem
of great current interest, it is crucial to take into account
the relative counts of reads along the region. For example,
a region with more reads per base than its surrounding
regions suggests a new exon. However, this might be mis-
leading if this region has more reads merely because it
has larger sequencing preferences than its surrounding
regions. Further effort is needed to incorporate our
method into current isoform-discovery algorithms.

While the MART model gives better estimates of
sequencing preferences and is thus used for statistical
inference, the main purpose of the Poisson linear model
is to select a proper K for the MART model. Neverthe-
less, it might still be possible for us to get more informa-
tion from it, especially from the plot of the coefficients
(like Figure 2). For example, if the coefficients in the cen-
tral part of the curve have large absolute values, this may
indicate that the difference in sequencing preferences is

repeatedly enlarged in the experiment, most likely by
multi-round PCR, and we may need to use more mRNA
samples instead of doing PCR for too many rounds. As
another example, if the coefficient curve has heavy tails,
this should indicate that the mRNA/cDNA tend to form
complex non-local secondary structure, which is also
unfavorable, and we may need to fragment the mRNAs
into smaller pieces and/or choose better linkers with
proper lengths. It might be possible for experienced tech-
nicians, who know all the details of the experiments, to
provide more explanation of, or even pinpoint, the main
causes of biases. This might help to improve the proto-
cols of RNA-Seq.

Conclusions
Non-uniformity is dramatic in RNA-Seq data
In each of the eight sub-datasets, the RNA-Seq count data
are largely over-dispersed. This is strong evidence that
the non-uniformity of the counts is too great for Poisson
distribution with constant rate tocapture. Also, among
the sub-datasets of each dataset, the trends that counts
differ along the gene show a highly consistent pattern.
This is not only evidence that the Poisson distribution
fails, but also suggests that the changes of the counts
depend on the position along the gene.

Table 4: Spearman's rank correlation coefficients in mouse embryoid bodies

Fold change bin SCC by uniform model SCC by our MART model Relative improvement

(1.00, 1.09) 0.465 0.466 0.1%

(1.09, 1.19) 0.437 0.444 1.4%

(1.19, 1.33) 0.413 0.434 5.1%

(1.33, 1.53) 0.481 0.520 8.2%

(1.53, 4.82) 0.389 0.490 26.0%

SCC: Spearman's rank correlation coefficient.

Figure 5 Four isoforms of RefSeq gene Clta in mouse. This figure was generated using the CisGenome browser [36]. At the top are shown the base 
positions in mouse chromosome 4 and exons as grey blocks. On the bottom are shown the four isoforms, with exons zoomed in. The tail of exon 1 of 
the first isoform is 6 bp less than that of the other three isoforms. The second isoform has 7 exons, while the third isoform misses both exon 5 (54 bp) 
and exon 6 (36 bp), and the fourth isoform misses exon 6.
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More	  complicated	  likelihood	  approach	  

•  Roberts	  et	  al.	  (2011)	  GB:	  
– Denote	  the	  transcript	  abundance	  by	  ρ.	  
– Focus	  on	  rela8ve	  expressions:	  	  
– Whole	  data	  likelihood:	  

– Maximize	  the	  likelihood	  using	  itera8ve	  methods	  
and	  obtain	  the	  es8mates	  of	  rela8ve	  expression.	  

We concluded that although normalization of expres-
sion values by GC content may be a simple way to
remove some bias, it may well be a proxy for other
effects rather than of inherent significance.

Implementation
RNA-Seq data processing pipelines require multiple steps
that include read mapping, transcript assembly, expression
estimation and differential expression analysis. A difficulty
with analysis is that many of these steps are closely related,
and improvements in one area can be leveraged in another
only if properly integrated. We have shown that in the
case of bias correction, estimation of parameters together
with abundances can improve expression estimates, and
these can in turn affect differential expression analyses,
mapping probabilities, and even assemblies.
In order to maximize the benefits of bias correction

throughout the RNA-Seq analysis pipeline, we have
incorporated it into the Cufflinks RNA-Seq analysis
suite [6], and have pre-configured the software for speci-
fic protocols so that users can reap the benefits of bias
correction for both stranded and unstranded protocols,
as well as single- and paired-end reads. The software is
freely available [24] and is distributed open source
under the Boost Software License, version 1.0.

Materials and methods
Parameter estimation and inference
Due to the added sensitivity in our model to the location
of fragment ends, we now rely on an empirical fragment
length distribution whenever possible, as opposed to the
Gaussian approximation in [6]. The fragment length distri-
bution is estimated in one of several ways, depending on
what information is provided. If an annotation and paired-
end read mappings are given, fragment mappings to single
isoform genes are used to determine an empirical distribu-
tion. If no annotation is provided, but paired-end read
mappings are provided, sufficiently large (≥ 1,000 bp)
ranges are found where no fragments have spliced map-
pings. The mappings in these ranges are used to determine
an empirical distribution. If no paired-end fragments are
available or not enough are found in these ranges, we use
a truncated Gaussian where all lengths less than the mini-
mum read length in the dataset are set to zero probability
and the remaining distribution is renormalized. The mean
and standard deviation are set according to the distribu-
tion specified by the SRA entry, or to 200 and 80, respec-
tively, if the information is unavailable.
The likelihood in our model is a function of the rela-

tive transcript abundances (r), consisting of the abun-
dances for individual transcripts rt such that

∑
t∈T ρt = 1

(here T denotes the set of all transcripts). In order to
simplify computations, we estimate the relative abun-
dances for overlapping sets of transcripts instead of

directly estimating the parameters rt. We define a locus
to be a genomic region containing a set of overlapping
transcripts (typically isoforms of a gene) and then write
the transcript abundance as rt = bggt where bg is the
relative abundance of the locus g in which t is con-
tained, and is multiplied by a factor gt that determines
the proportion of each transcript within the locus. We
denote the set of all loci by G (for more details see the
Supplementary methods of [6]). Our updated likelihood
model, whose full derivation is given in the Supplemen-
tary methods in Additional file 3 is then given by:

L(ρ|F) =




∏

g∈G

β
Xg
g
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g∈G
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f∈F:f∈g

∑

t∈g

γt · D(t, f ) · b(t, e5′ (t, f ), e3′ (t, f ))
B(t, It(f ))









where F is the set of fragments, Xg is the number of
fragments with alignments to locus g, It(f ) is the implied
length of a fragment f assuming it originated from a
transcript t (this is needed because only the ends of
fragments are sequenced), D(t , f ) is the probability of
observing a fragment of length It( f ) at a known position

in a transcript, and the term
b(t, e5′ (t, f ), e3′ (t, f ))

B(t, It(f ))
is the

probability of selecting a fragment of a specific length
within a given transcript, based on the bias weights at
its 5’ and 3’ end points.
The bias weight b(t, i, j) factors as

bs
5′ (t, i) · bs

3′ (t, j) · bp
5′ (t, i) · bp

3′ (t, j) where i and j are the 5’
and 3’ endpoints, respectively, of a fragment mapped to
transcript t. The bs

5′ and bs
3′ weights measure sequence-

specific bias and are found by calculating the ratio of
the probability of the sequence surrounding the frag-
ment end under the biased model to the uniform (null)
model. Note that we model both ends separately due to
the differences in sequence selectivity between the prim-
ing steps during first- and second-strand synthesis. In
our method, these probabilities are actually learned
from the data using a variable length Markov model
[25] to capture dependencies between positions in the
sequence. Complete details are in the Supplementary
methods in Additional file 3.
The bp

5′ and bp
3′ weights measure the 5’ and 3’ positional

biases, respectively. In [7] it was shown that positional
effects depend on transcript length, so we modeled posi-
tional effects using 100 = 20 × 5 parameters, with 5 sets
of parameters for different transcript lengths (see Figure
S2 of Additional file 1). For each range of transcript
lengths, the length is divided into 20 windows, each with
its own parameter that reflects the probability that the 5’
or 3’ end of a fragment lies there as opposed to elsewhere
on the transcript. The ratio of these probabilities under
the biased model to the uniform (null) model is repre-
sented by bp

5′ and bp
3′, respectively.

Roberts et al. Genome Biology 2011, 12:R22
http://genomebiology.com/2011/12/3/R22
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Summary	  

•  Sequence	  reads	  are	  not	  uniformly	  distributed	  within	  
gene	  body.	  	  

•  The	  distribu8on	  is	  highly	  dependent	  on	  sequence	  
composi8ons.	  	  

•  Read	  count	  summariza8on	  is	  s8ll	  an	  open	  problem:	  
–  Proposed	  methods	  didn’t	  provide	  convincing	  performance	  
improvements.	  	  



Data	  normaliza)on	  

•  Data	  from	  different	  samples	  need	  to	  be	  normalized	  
so	  that	  they	  are	  comparable.	  

•  Most	  important	  –	  sequencing	  depth:	  sample	  with	  
more	  total	  counts	  will	  have	  more	  counts	  in	  each	  
gene	  on	  average.	  	  

•  Easiest	  method:	  divided	  by	  the	  total	  number	  of	  
counts	  –	  RPKM.	  	  

•  RNA-‐seq	  normaliza8on	  is	  more	  complicated	  than	  
microarray.	  	  



Data	  genera)ve	  process	  for	  one	  sample	  

•  The	  gene	  read	  counts	  from	  RNA-‐seq	  is	  a	  sampling	  process.	  
•  for	  gene	  i,	  i=1,	  …,	  G,	  let	  

–  the	  true	  expression	  (number	  of	  cDNA	  fragments)	  be	  μi.	  
–  gene	  length	  be	  Li.	  

•  The	  probability	  of	  a	  read	  star8ng	  from	  gene	  i	  is:	  
•  If	  the	  total	  number	  of	  reads	  is	  N,	  the	  count	  for	  gene	  i,	  

denoted	  by	  Yi,	  can	  be	  modeled	  as	  a	  Poisson	  random	  variable.	  
Let	  λi=Npi	  ,	  	  

•  Downstream	  DE	  test	  between	  sample	  1	  and	  2	  is:	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
which	  is	  NOT	  equivalent	  to	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  without	  proper	  
normaliza8on.	  

pi = µiLi / µiLi
i=1

G

∑

Yi | λi ~ Poisson(λi )
H0 :µ1i = µ2i

H0 :λ1i = λ2i



Concerns	  in	  RNA-‐seq	  data	  normaliza)on	  

•  When	  comparing	  two	  samples,	  if	  the	  distribu8ons	  of	  pi	  are	  
approximate	  the	  same,	  normalizing	  by	  N	  will	  be	  sufficient	  –	  
this	  is	  what	  RPKM	  does.	  	  

•  However	  if	  that’s	  not	  true	  we	  will	  be	  in	  trouble.	  	  
–  A	  toy	  example:	  if	  there	  are	  only	  two	  genes	  in	  the	  genome,	  their	  read	  

counts	  are	  10	  and	  20	  in	  one	  sample,	  and	  10	  and	  100	  in	  another	  one.	  
We	  don’t	  know	  how	  to	  compare!	  

•  The	  normaliza8on	  procedure	  is	  to	  choose	  a	  proper	  “baseline”	  
for	  different	  samples,	  then	  normalize	  data	  to	  the	  baseline	  so	  
that	  the	  counts	  are	  comparable.	  



Single	  factor	  normaliza)on	  methods	  –	  	  
One	  normaliza)on	  factor	  per	  sample	  

•  Use	  total	  or	  median	  counts.	  	  
•  Bullard	  et	  al.	  (2010),	  BMC	  BioinformaOcs:	  

–  use	  counts	  from	  house	  keeping	  genes.	  	  
–  use	  a	  certain	  quan8le	  (75th)	  for	  all	  counts.	  

•  Anders	  et	  al.	  (2010),	  Genome	  Biology:	  
–  median	  of	  the	  ra8os	  of	  observed	  counts.	  

•  Robinson	  et	  al.	  (2010),	  Genome	  Biology:	  TMM	  (trimmed	  mean	  
of	  M	  values).	  
1.  compute	  M	  (log	  fold	  changes)	  and	  A	  (log	  total	  counts)	  for	  all	  genes.	  
2.  Discard	  genes	  with	  extreme	  M	  and	  A	  values,	  and	  compute	  a	  weighted	  

mean	  of	  M’s	  for	  the	  rest	  of	  genes.	  The	  weights	  as	  the	  inverse	  of	  the	  
approximate	  asympto8c	  variances.	  

3.  Underlying	  assump8on	  is	  that	  most	  genes	  are	  not	  DE.	  	  



Gene-‐specific	  normaliza)on	  –	  	  
each	  gene	  has	  a	  different	  normaliza)on	  factor	  

•  Hansen	  et	  al.	  (BiostaOsOcs	  2012):	  
–  The	  gene-‐specific	  biases	  (from	  GC	  content,	  gene	  length,	  
etc.)	  need	  to	  be	  considered.	  	  

there is little impact. This problem has downstream consequences since observed fold changes are
obscured by the variability introduced by GC-content effects (Figure 1(c,d)).

Some work has been done to develop methods to address these effects. Pickrell and others (2010),
the first to notice the sample specific GC-content effect, proposed a sample specific adjustment.
They suggested stratifying predefined genomic regions by GC-content and then for each stratum,
divide the sample counts by the sum of the counts across all samples. This fraction is considered
an enrichment factor for that GC-content stratum, which is then smoothed by GC-content for each
sample separately. Counts are then adjusted by the smoothed enrichment factor. Finally, they pro-
posed doing this on the exon level, adding adjusted counts across all exons from a gene in order to
obtain gene level adjusted counts. We found two problems with this approach that we decided to
improve. First, the enrichment scores are computed for each sample relative to all samples in an
experiment, thus this adjustment does not remove the GC-content effect but rather equalizes the ef-
fect across samples. As a consequence, adjustments vary depending on what samples are processed
together. Second, the GC-content effect is estimated based on the direct summation of counts on
different genes in different samples, ignoring the fact that genes with higher expected counts also
have greater variance. As a result GC-content effects are not entirely removed (Figure 1(e)). In ad-
dition, Roberts and others (2011) addresses bias removal within the Cufflinks transcript assembly
framework (Trapnell and others, 2010) and show improvements in comparisons between sequenc-
ing technologies, but does not address variation between biological replicates.

4 Methods

We present a normalization algorithm motivated by a statistical model that accounts for both the
need to correct systematic biases and the need to adjust for distributional distortions. We denote
the log gene expression level for gene g at sample i with �g,i, which we consider a random variable.
For most g, �g,i are independent and identically distributed across i. We assume that the marginal
distribution of the �g,i is the same for all samples i, and denote it by G. Note that this variability
accounts for the difference in gene expression across different genes. The p covariates thought to
cause systematic errors are denoted with Xg = (Xg,1, . . . , Xg,p)�. Examples of covariates consid-
ered here are GC-content, gene length, and gene mappability defined as the percentage of uniquely
mapping subreads of a gene. To model the observed counts Yg,i for gene g in sample i we write:

Yg,i |µg,i � Poisson(µg,i)

with

µg,i = exp

�
hi(�g,i) +

p⇤

j=1

fi,j(Xg,j)

⇥

with fi,j(X̄.j) = 0 ⇥ j for identifiability. Here, the his are non-decreasing functions that account for
the fact that count distributions are distorted in non-linear ways across the different samples (Fig-
ure 2(a)). The fi,js account for sample dependent systematic biases. Data exploration suggested
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true	  expression	   biases,	  e.g.,	  GC	  content	  

•  A	  condi8onal	  quan8le	  normaliza8on	  (cqn)	  procedure	  is	  
designed	  to	  es8mate	  h	  and	  f,	  and	  then	  θ.	  



Summary	  

•  RNA-‐seq	  normaliza8on	  is	  difficult!	  	  
•  S8ll	  an	  open	  sta8s8cal	  problem.	  
•  The	  goal	  is	  to	  find	  a	  proper	  “baseline”	  to	  normalize	  
data	  to.	  

•  Single	  factor	  methods	  provide	  comparable	  results.	  	  
•  Gene-‐specific	  normaliza8on	  is	  promising,	  but	  be	  
careful	  of	  over-‐fimng.	  



Differen)al	  expression	  analysis	  

•  Biological	  mo8va8on	  is	  the	  same	  as	  in	  gene	  
expression	  microarray:	  find	  DE	  genes.	  	  

•  Sta8s8cal	  test	  is	  carried	  gene	  by	  gene.	  	  
•  Usually	  needs	  mul8ple	  replicates	  per	  sample,	  so	  that	  
means	  and	  variances	  can	  be	  evaluated.	  

•  Microarray	  methods	  are	  not	  directly	  applicable:	  
con8nuous	  vs.	  count	  data,	  but	  ideas	  can	  be	  
borrowed.	  

	  



Data	  genera)ve	  model	  for	  	  
replicated	  RNA-‐seq	  

•  For	  a	  sample	  with	  M	  replicates,	  the	  counts	  for	  gene	  i	  
replicate	  j	  is	  oIen	  modeled	  by	  following	  hierarchical	  
model:	  

•  Marginally,	  the	  Gamma-‐Poisson	  compound	  
distribu8on	  is	  Nega8ve	  binomial.	  So	  the	  counts	  for	  a	  
gene	  from	  mul8ple	  replicates	  is	  oIen	  modeled	  as	  
Nega8ve	  binomial:	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  .	  	  

Yij | λi ~ Poisson(λi ), λi ~Gamma(α,β)

Yij ~ NB(α,β)



A	  liWle	  more	  about	  the	  	  
NB	  distribu)on	  

•  NB	  is	  over-‐dispersed	  Poisson:	  	  
-  Poisson:	  
-  NB:	  	  

•  Dispersion	  parameter	  Φ	  approximates	  the	  squared	  
coefficient	  of	  varia8on:	  

•  Dispersion	  Φ	  represents	  the	  biological	  variance.	  

4 H. WU AND OTHERS

2010; Robinson and Smyth, 2007; Hardcastle and Kelly, 2010). The variance from a NB

distribution depends on the mean µ in the relationship:

var = µ+ µ2⇥ (1.1)

where the first term represents variance due to Poisson sampling error and the second

term represents variance due to variation between biological replicates. The parameter

⇥ is referred to as the dispersion parameter. Notice that ⇥ is the reciprocal of the shape

parameter in the Gamma distribution, thus is the squared coefficient of variation (CV).

Therefore, ⇥ represents the variation of a gene’s expression relative to its mean.

Most statisticians agree that the over-dispersion problem needs to be addressed. The

difference is how the dispersion is modeled, estimated and used in inference. Robinson

and Smyth (2008) assumes a common dispersion for all genes and uses information from

all genes to estimate a global ⇥. This stabilizes the estimation for ⇥ but a common disper-

sion means identical CV for all genes, while it is known that some genes are more tightly

controlled (for example, housekeeping genes) and other genes vary much more relative

to their means (for example, immune-modulated and stress-induced genes (Pritchard

and others, 2001)). The gene specific biological variation is reproducible across tech-

nologies (Hansen and others, 2011) and is not reflected by a common dispersion. As a

result, genes that are naturally more variable are more likely to be reported as DE due

to an underestimate of their dispersion. Anders and Huber (2010) introduce DESeq, an-

other method based on the NB model. Instead of assuming the second term in Equation

1.1 to be proportional to µ2 with a dispersion ⇥, they let the variance be a smooth func-

tion of the mean (with proper offset accounting for sequencing depth). However, their

model still assumes that conditioning on the mean expression, the variance is constant.

4 H. WU AND OTHERS

“over-dispersion” problem since even non-differentially expressed genes show variation

greater than expected by Poisson.

A common model to address the over-dispersion problem is the Negative Binomial

(NB) model. The NB model is a Gamma-poisson mixture and can be interpreted as the

following: the Gamma distribution models the unobserved true expression levels in each

biological sample, and conditioning on the expression level, the measurement from the

sequencing machine follows a Poisson distribution (Anders and Huber, 2010; Robinson

and Smyth, 2007; Hardcastle and Kelly, 2010). The variance from a NB distribution

depends on the mean in the relationship:

var = µ + µ2⇥ (1.1)

where the first term reprents variance due to poisson sampling error and the second

term represents variance due to variation between biological replicates. The parameter

⇥ is referred to as the dispersion parameter. Notice that ⇥ is the inverse of the shape

parameter in the Gamma distribution, thus is the squared coefficient of variation. This

is crucial in the context of gene expression, because although expression is a stochastic

phenomenon and under constant regulation, the biological system is also robust and

thus the CV is usually small between replicates. Based on RNA-seq data from human

populations (Cheung and others, 2010), we observed that 70% of the genes having CV

less than 0.5. CV in inbred animal models or established cell lines are likely even lower.

HAO: do we have the log(phi.hat) from high counts and can we show that it looks

somewhat normal? This can be our motivation for using a lognormal prior.

Most statisticians agree that the over-dispersion problem needs to be addressed. The

difference is how the dispersion is modeled, estimated and used in inference. Robinson

BIOS 560R: Advanced Statistical Computing

Fall 2012 Homework 3

Due 10/18/2012 at 4pm before the class

Hidden Markov model (HMM) is useful for modeling financial time series data such as

the stock prices. In this homework we will practice using HMM to model the daily price of

QQQ, and use the modeling results for prediction. PowerShares QQQ is an ETF tracking

the Nasdaq 1000 Index. Its price is highly indicative of the overall stock market.

Its adjusted daily closing prices from Mar 10th, 1999 to Oct 1st, 2012 can be obtained

from the class website.

� = var�µ
µ2 ⇡ var

µ2

Note the

However the daily prices For example, the stock prices

1



Simple	  ideas	  for	  DE	  
•  Transform	  data	  into	  con8nuous	  scale	  (e.g.,	  by	  
logarithm)	  then	  use	  microarray	  methods:	  
–  Troublesome	  for	  genes	  with	  low	  counts.	  	  

•  For	  each	  gene,	  perform	  two	  group	  Poisson	  or	  NB	  test	  
for	  equal	  means.	  But:	  
–  Number	  of	  replicates	  are	  usually	  small,	  asympto8c	  
theories	  don’t	  apply,	  so	  the	  results	  are	  not	  reliable.	  

–  Like	  in	  microarray,	  informa8on	  from	  all	  genes	  can	  be	  
combined	  to	  improve	  inferences	  (e.g.,	  variance	  shrinkage).	  

	  



DESeq	  (Anders	  et	  al.	  2010,	  GB)	  

•  Counts	  are	  assumed	  to	  following	  NB,	  parameterized	  by	  mean	  
and	  variance:	  	  

•  The	  variance	  is	  the	  sum	  of	  shot	  noise	  and	  raw	  variance:	  

•  The	  raw	  variance	  is	  a	  smooth	  func8on	  of	  the	  mean:	  assumes	  
that	  genes	  with	  same	  means	  will	  have	  the	  same	  variances.	  	  

•  Hypothesis	  tes8ng	  using	  exact	  test:	  

data, and show that it provides better fits (Section
Model). As a result, more balanced selection of differen-
tially expressed genes throughout the dynamic range of
the data can be obtained (Section Testing for differential
expression). We demonstrate the method by applying
it to four data sets (Section Applications) and discuss
how it compares to alternative approaches (Section
Conclusions).

Results and Discussion
Model
Description
We assume that the number of reads in sample j that
are assigned to gene i can be modeled by a negative
binomial (NB) distribution,

Kij ij ij~ ( , ),NB � � 2 (1)

which has two parameters, the mean μij and the
variance � ij

2 . The read counts Kij are non-negative
integers. The probabilities of the distribution are given
in Supplementary Note A. (All Supplementary Notes are
in Additional file 1.) The NB distribution is commonly
used to model count data when overdispersion is
present [12].
In practice, we do not know the parameters μij and

� ij
2 , and we need to estimate them from the data.

Typically, the number of replicates is small, and further
modelling assumptions need to be made in order to
obtain useful estimates. In this paper, we develop a
method that is based on the following three assumptions.
First, the mean parameter μij, that is, the expectation

value of the observed counts for gene i in sample j, is
the product of a condition-dependent per-gene value qi,
r(j) (where r(j) is the experimental condition of sample
j) and a size factor sj,

� �ij i j j
q S=

, ( )
. (2)

qi,r(j) is proportional to the expectation value of the
true (but unknown) concentration of fragments from
gene i under condition r(j). The size factor sj represents
the coverage, or sampling depth, of library j, and we will
use the term common scale for quantities, such as qi, r(j),
that are adjusted for coverage by dividing by sj.

Second, the variance � ij
2 is the sum of a shot noise

term and a raw variance term,

� � �ij ij j i js v2 2= +
shot noise raw variance

 
� � �� ��, ( ) .

(3)

Third, we assume that the per-gene raw variance
parameter vi, r is a smooth function of qi, r,

v v qi j i j, ( ) , ( )( ).� � �= (4)

This assumption is needed because the number of
replicates is typically too low to get a precise estimate of
the variance for gene i from just the data available for
this gene. This assumption allows us to pool the data
from genes with similar expression strength for the pur-
pose of variance estimation.
The decomposition of the variance in Equation (3) is

motivated by the following hierarchical model: We
assume that the actual concentration of fragments from
gene i in sample j is proportional to a random variable
Rij, such that the rate that fragments from gene i are
sequenced is sjrij. For each gene i and all samples j of
condition r, the Rij are i.i.d. with mean qir and variance
vir. Thus, the count value Kij, conditioned on Rij = rij, is
Poisson distributed with rate sjrij. The marginal distribu-
tion of Kij - when allowing for variation in Rij - has the
mean μij and (according to the law of total variance) the
variance given in Equation (3). Furthermore, if the
higher moments of Rij are modeled according to a
gamma distribution, the marginal distribution of Kij is
NB (see, for example, [12], Section 4.2.2).
Fitting
We now describe how the model can be fitted to data. The
data are an n × m table of counts, kij, where i = 1,..., n
indexes the genes, and j = 1,..., m indexes the samples. The
model has three sets of parameters:
(i) m size factors sj; the expectation values of all

counts from sample j are proportional to sj.
(ii) for each experimental condition r, n expression

strength parameters qir; they reflect the expected abun-
dance of fragments from gene i under condition r, that
is, expectation values of counts for gene i are propor-
tional to qir.
(iii) The smooth functions vr : R+ ® R+; for each con-

dition r, vr models the dependence of the raw variance
vir on the expected mean qir.
The purpose of the size factors sj is to render

counts from different samples, which may have been
sequenced to different depths, comparable. Hence, the
ratios ( � Kij)/( � Kij’) of expected counts for the same
gene i in different samples j and j’ should be equal to
the size ratio sj/sj ’ if gene i is not differentially
expressed or samples j and j’ are replicates. The total
number of reads, Σi kij, may seem to be a good measure
of sequencing depth and hence a reasonable choice for
sj. Experience with real data, however, shows this not
always to be the case, because a few highly and differ-
entially expressed genes may have strong influence on
the total read count, causing the ratio of total read
counts not to be a good estimate for the ratio of
expected counts.
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data, and show that it provides better fits (Section
Model). As a result, more balanced selection of differen-
tially expressed genes throughout the dynamic range of
the data can be obtained (Section Testing for differential
expression). We demonstrate the method by applying
it to four data sets (Section Applications) and discuss
how it compares to alternative approaches (Section
Conclusions).

Results and Discussion
Model
Description
We assume that the number of reads in sample j that
are assigned to gene i can be modeled by a negative
binomial (NB) distribution,

Kij ij ij~ ( , ),NB � � 2 (1)

which has two parameters, the mean μij and the
variance � ij

2 . The read counts Kij are non-negative
integers. The probabilities of the distribution are given
in Supplementary Note A. (All Supplementary Notes are
in Additional file 1.) The NB distribution is commonly
used to model count data when overdispersion is
present [12].
In practice, we do not know the parameters μij and

� ij
2 , and we need to estimate them from the data.

Typically, the number of replicates is small, and further
modelling assumptions need to be made in order to
obtain useful estimates. In this paper, we develop a
method that is based on the following three assumptions.
First, the mean parameter μij, that is, the expectation

value of the observed counts for gene i in sample j, is
the product of a condition-dependent per-gene value qi,
r(j) (where r(j) is the experimental condition of sample
j) and a size factor sj,

� �ij i j j
q S=

, ( )
. (2)

qi,r(j) is proportional to the expectation value of the
true (but unknown) concentration of fragments from
gene i under condition r(j). The size factor sj represents
the coverage, or sampling depth, of library j, and we will
use the term common scale for quantities, such as qi, r(j),
that are adjusted for coverage by dividing by sj.

Second, the variance � ij
2 is the sum of a shot noise

term and a raw variance term,

� � �ij ij j i js v2 2= +
shot noise raw variance

 
� � �� ��, ( ) .

(3)

Third, we assume that the per-gene raw variance
parameter vi, r is a smooth function of qi, r,

v v qi j i j, ( ) , ( )( ).� � �= (4)

This assumption is needed because the number of
replicates is typically too low to get a precise estimate of
the variance for gene i from just the data available for
this gene. This assumption allows us to pool the data
from genes with similar expression strength for the pur-
pose of variance estimation.
The decomposition of the variance in Equation (3) is

motivated by the following hierarchical model: We
assume that the actual concentration of fragments from
gene i in sample j is proportional to a random variable
Rij, such that the rate that fragments from gene i are
sequenced is sjrij. For each gene i and all samples j of
condition r, the Rij are i.i.d. with mean qir and variance
vir. Thus, the count value Kij, conditioned on Rij = rij, is
Poisson distributed with rate sjrij. The marginal distribu-
tion of Kij - when allowing for variation in Rij - has the
mean μij and (according to the law of total variance) the
variance given in Equation (3). Furthermore, if the
higher moments of Rij are modeled according to a
gamma distribution, the marginal distribution of Kij is
NB (see, for example, [12], Section 4.2.2).
Fitting
We now describe how the model can be fitted to data. The
data are an n × m table of counts, kij, where i = 1,..., n
indexes the genes, and j = 1,..., m indexes the samples. The
model has three sets of parameters:
(i) m size factors sj; the expectation values of all

counts from sample j are proportional to sj.
(ii) for each experimental condition r, n expression

strength parameters qir; they reflect the expected abun-
dance of fragments from gene i under condition r, that
is, expectation values of counts for gene i are propor-
tional to qir.
(iii) The smooth functions vr : R+ ® R+; for each con-

dition r, vr models the dependence of the raw variance
vir on the expected mean qir.
The purpose of the size factors sj is to render

counts from different samples, which may have been
sequenced to different depths, comparable. Hence, the
ratios ( � Kij)/( � Kij’) of expected counts for the same
gene i in different samples j and j’ should be equal to
the size ratio sj/sj ’ if gene i is not differentially
expressed or samples j and j’ are replicates. The total
number of reads, Σi kij, may seem to be a good measure
of sequencing depth and hence a reasonable choice for
sj. Experience with real data, however, shows this not
always to be the case, because a few highly and differ-
entially expressed genes may have strong influence on
the total read count, causing the ratio of total read
counts not to be a good estimate for the ratio of
expected counts.
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Hence, to estimate the size factors, we take the median of
the ratios of observed counts. Generalizing the procedure
just outlined to the case of more than two samples, we use:
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The denominator of this expression can be interpreted
as a pseudo-reference sample obtained by taking the
geometric mean across samples. Thus, each size factor
estimate s j^ is computed as the median of the ratios of
the j-th sample’s counts to those of the pseudo-reference.
(Note: While this manuscript was under review, Robinson
and Oshlack [13] suggested a similar method.)
To estimate qir, we use the average of the counts from

the samples j corresponding to condition r, transformed
to the common scale:
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where mr is the number of replicates of condition r and
the sum runs over these replicates. the functions vr, we
first calculate sample variances on the common scale
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In Supplementary Note B in Additional file 1 we show
that wir - zir is an unbiased estimator for the raw variance
parameter vir of Equation (3).
However, for small numbers of replicates, mr, as is

typically the case in applications, the values wir are highly
variable, and wir - zir would not be a useful variance
estimator for statistical inference. Instead, we use local
regression [14] on the graph ( , )q̂ wi i� �

to obtain a
smooth function wr(q), with

v q w q zi i i
^ ^ ^( ) ( )� � � � �= − (9)

as our estimate for the raw variance.
Some attention is needed to avoid estimation biases in

the local regression. wir is a sum of squared random
variables, and the residuals w w qi i� �− ( )^ are skewed.
Following References [15], Chapter 8 and [14], Section

9.1.2, we use a generalized linear model of the gamma
family for the local regression, using the implementation
in the locfit package [16].

Testing for differential expression
Suppose that we have mA replicate samples for biologi-
cal condition A and mB samples for condition B. For
each gene i, we would like to weigh the evidence in the
data for differential expression of that gene between
the two conditions. In particular, we would like to test
the null hypothesis qiA = qiB, where qiA is the expression
strength parameter for the samples of condition A, and
qiB for condition B. To this end, we define, as test statis-
tic, the total counts in each condition,

K K K Ki ij
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and their overall sum KiS = KiA + KiB. From the error
model described in the previous Section, we show below
that - under the null hypothesis - we can compute the
probabilities of the events KiA = a and KiB = b for any
pair of numbers a and b. We denote this probability by
p(a, b). The P value of a pair of observed count sums
(kiA, kiB) is then the sum of all probabilities less or equal
to p(kiA, kiB), given that the overall sum is kiS:

p

p a b

p a b
i

a b k
p a b p k k

a b k

i

i i

i

=
+ =
≤

+ =

∑

∑

( , )

( , )
.

( , ) ( ),
S

A B

S

(11)

The variables a and b in the above sums take the
values 0,..., kiS. The approach presented so far follows
that of Robinson and Smyth [11] and is analogous to
that taken by other conditioned tests, such as Fisher’s
exact test. (See Reference [17], Chapter 3 for a discus-
sion of the merits of conditioning in tests.)
Computation of p(a, b). First, assume that, under the

null hypothesis, counts from different samples are inde-
pendent. Then, p(a, b) = Pr(KiA = a) Pr(KiB = b). The
problem thus is computing the probability of the event
KiA = a, and, analogously, of KiB = b. The random vari-
able KiA is the sum of mA

NB-distributed random variables. We approximate its
distribution by a NB distribution whose parameters we
obtain from those of the Kij. To this end, we first com-
pute the pooled mean estimate from the counts of both
conditions,

q k si ij
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Bioconductor	  package	  DEseq!

•  Inputs	  are:	  	  
–  integer	  matrix	  for	  gene	  counts,	  rows	  for	  genes	  and	  
columns	  for	  samples.	  

–  experimental	  design:	  samples	  for	  the	  columns.	  
library(DESeq)!

conds=c(0,0,0,1,1,1)!
cds=newCountDataSet(data, conds )!
cds=estimateSizeFactors( cds )!
cds=estimateVarianceFunctions( cds )!
fit=nbinomTest( cds, 0, 1)!
pval.DEseq=fit.DEseq$pval!

!



edgeR	  
•  From	  a	  series	  of	  papers	  by	  Robinson	  et	  al.(the	  same	  group	  

developed	  limma):	  2007	  BioinformaOcs,	  	  2008	  BiostaOsOcs,	  
2010	  BioinformaOcs.	  	  

•  Empirical	  Bayes	  ideas	  to	  “shrink”	  gene-‐specific	  es8ma8ons	  
and	  get	  bePer	  es8mates	  for	  variances.	  

•  The	  parameter	  to	  shrink	  is	  over-‐dispersion	  (Φ)	  in	  NB,	  which	  
controls	  the	  within	  group	  variances.	  	  	  

•  There	  is	  no	  conjugate	  prior	  so	  a	  shrinkage	  is	  not	  
straighnorward.	  

•  Used	  a	  condi8onal	  weighted	  likelihood	  approach	  to	  establish	  
an	  approximate	  EB	  es8mator	  for	  Φ.	  



Bioconductor	  package	  edgeR!

•  Inputs	  are	  the	  same	  as	  DEseq:	  an	  integer	  matrix	  for	  
counts	  and	  column	  labels	  for	  design.	  	  

library(edgeR)!

d = DGEList(counts=data, group=c(0,0,0,1,1,1), ! ! !   
! ! ! !lib.size=colSums(data))!
d = calcNormFactors(d)!
d = estimateCommonDisp(d)!
d = estimateTagwiseDisp(d, trend=TRUE)!
fit.edgeR = exactTest(d)!
pval.edgeR = fit.edgeR$table$p.value!
!



DSS	  (Wu	  et	  al.	  2012,	  Biosta/s/cs)	  	  

•  Found	  that	  the	  shrinkage	  from	  DESeq	  and	  
edgeR	  are	  too	  strong.	   DE analysis of RNA-seq 235
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Fig. 1. Estimated versus true dispersion from (a) edgeR, (b) DESeq and (c) DSS, based on simulation. Simulated
data were generated for 20 000 genes and two treatment groups with four replicates in each group. The dispersions
were randomly simulated from log-normal distribution with mean −1.72 and standard deviation 1.07, which match
those parameters observed from the Cheung data. Different colors represent genes with different levels of average read
counts. A figure showing the genes in different color strata in separate panels is included as supplementary material
available at Biostatistics online, Figure S2.

the dispersion parameter can be estimated from the data and over-dispersion is a well-addressed problem
in the generalized linear model framework. The challenge in RNA-seq data is that there are often very
limited replicates, such that the sample estimate of gene-specific dispersion is unstable. In this case, it is
often useful to combine information from other genes to improve the estimation. DESeq and edgeR are
the most widely used methods that provide shrinkage estimates of the dispersions by borrowing infor-
mation across genes. To assess how well the dispersions are estimated from these methods, we conduct
a simulation based on real data. First the gene-specific means and dispersions are estimated from the
Cheung data. Pseudo-datasets of 20 000 genes, in two treatment groups with four replicates each, are con-
structed under the NB model with parameters taken from the real data. The mean expressions are directly
sampled from estimated gene-specific means non-parametrically. The dispersions are generated from log-
normal(−1.72, 1.072), which well approximates the empirical distribution of the dispersion observed in
the Cheung data (supplementary material available at Biostatistics online, Figure S1).

DESeq function estimateDispersions with the default settings (sharing
Mode="maximum" and fitType="parametric") and edgeR functions estimateCommon
Disp followed by estimateTagwiseDisp with the default settings (trend="movingave",
prop.used=0.3, method="grid") are applied to the simulated counts to obtain estimated
dispersions. Figure 1(a) and (b) shows the estimated versus true dispersions from both methods. Clearly,
the estimates do not correlate well with the truth. Although both edgeR and DESeq estimate the central
magnitude of the dispersions well, they fail to capture the variations in dispersions among genes.
Changing the settings in the edgeR function estimateTagwiseDisp leads to different estimates
(supplementary material available at Biostatistics online, Figure S4), but does not appear to substantially
increase the accuracy of the estimated dispersion. The near horizontal clusters of points show that the
dispersion of many genes are estimated to be approximately the same, which indicates over-shrinkage of
the dispersions.

Since the dispersion parameter represents biological variation, having a good estimate of φ is crucial to
finding the DE that is beyond natural biological variation. In order to account for gene-specific dispersion,
we take advantage of real RNA-seq datasets with replicates and note that the distribution of the logarithm
of sample dispersion, log(φ), is approximately Gaussian as shown in Figure 2. In the next section, we
describe a novel shrinkage estimator for φ using a log-normal prior and an NB likelihood. In Section 5,
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A	  hierarchical	  model	  for	  the	  data	  

•  Ygi:	  observed	  counts	  for	  gene	  g,	  sample	  i	  
•  Θgi:	  unobserved	  true	  expression	  for	  gene	  g,	  sample	  i	  
•  Φg:	  dispersion	  (related	  biological	  variance)	  for	  gene	  g.	  
•  si:	  library	  size	  for	  sample	  i.	  	  
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the estimates do not correlate well with the truth. Although both edgeR and DESeq

estimate the central magnitude of the dispersions well, they fail to capture the varia-

tions in dispersions among genes. The near horizontal clusters of points show that the

dispersion of many genes are estimated to be approximately the same, which indicates

over-shrinkage of the dispersions.

Since the dispersion parameter represents biological variation, having a good esti-

mate of ⌅ is crucial for finding DE that is beyond natural biological variation. In order to

account for gene specific dispersion, we take advantage of real RNA-seq data sets with

replicates and notice that the distribution of the logarithm of sample dispersion, log(⌅),

is approximately Gaussian as shown in Figure 2. In the next section we describe a novel

shrinkage estimator for ⌅ using a log-normal prior and a NB likelihood. In Section 5 we

show that the propose method greatly improves the estimation of ⌅ and leads to better

detection of DE.

4. METHODS

Denote the observed counts from gene g in sample i by Ygi, and the unobserved expres-

sion rate by �gi. We assume the following hierarchical model:

Ygi|�gi � Poisson(�gisi)

�gi|⌅g � Gamma(µg,k(i),⌅g)

⌅g � log-normal(m0, ⇤
2)

Here the Gamma distribution is parametrized with mean and dispersion (⌅g is the recip-

rocal of the shape parameter in the common parameterization). k(i) denotes the treat-



Shrinkage	  es)ma)on	  and	  test	  procedure	  

•  Nega8ve	  binomial	  is	  parameterized	  by	  mean	  and	  
dispersion,	  then	  the	  posterior	  for	  dispersion	  is:	  	  

•  Obtain	  posterior	  mode	  as	  the	  shrinkage	  es8mate	  of	  
the	  dispersion.	  	  

•  Wald	  test	  for	  two-‐group	  comparison.	  	  

10 H. WU AND OTHERS

Supplementary Materials):

log[p(⌅g|Ygi, ⇥gi, i = 1, . . . , n)]⇤
�

i

⇧(⌅�1
g + Ygi)� n⇧(⌅�1

g )� ⌅�1
g

�

i

log(1 + ⇥gi⌅g)

+
�

i

Ygi[log(⇥gi⌅g)� log(1 + ⇥gi⌅g)]

� [log(⌅g)�m0]2

2⇤ 2
� log(⌅g)� log(⇤), (4.1)

where ⇧(.) is the log gamma function and n is the number of samples. To obtain a

point estimate of ⌅g, we could compute the posterior mean by using numerical methods

such as importance sampling. It is however too computationally intensive to be prac-

tical for RNA-seq data. Instead we compute the posterior mode by maximizing an ap-

proximate of Equation 4.1 and denote the estimate ⌅̃g. Specifically, we substitute ⇥gi

by ⇥̂gi ⇥ µ̂g,k(i)si where µ̂g,k(i) =
P

j:k(j)=k(i) Ygj/sj

nk(i)
, and nk(i) is the number of samples

in the same treatment group as i. The estimate µ̂g,k(i) is the same as the sample esti-

mate of true concentration in Anders and Huber (2010). We plug in the hyperparameters

m0, ⇤ 2 estimated from the data, and maximize the approximated Equation 4.1 using the

Newton-Rhaphson method. In practice we use “optimize” function in R, which provides

excellent computational performance.

The hyperparameters m0, ⇤ 2 are estimated from the data by pooling information from

all genes (details in the next subsection). The estimate ⌅̃g is therefore an empirical Bayes

estimate shrunken towards the common prior. It can also be viewed as an estimate that

maximizes a penalized pseudo likelihood, as we are maximizing an approximate of the

penalized likelihood (Equation 4.1), with penalty �[log(⌅g) � m0]2/(2⇤ 2) � log(⌅g),

by replacing the nuisance parameter ⇥gi by its estimate ⇥̂gi. The first term in the penalty,

[log(⌅g) � m0]2/(2⇤ 2), penalizes values that deviate far from the common prior m0



Results:	  es)ma)on	  of	  dispersions	  
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Fig. 1. Estimated versus true dispersion from (a) edgeR, (b) DESeq and (c) DSS, based on simulation. Simulated
data were generated for 20 000 genes and two treatment groups with four replicates in each group. The dispersions
were randomly simulated from log-normal distribution with mean −1.72 and standard deviation 1.07, which match
those parameters observed from the Cheung data. Different colors represent genes with different levels of average read
counts. A figure showing the genes in different color strata in separate panels is included as supplementary material
available at Biostatistics online, Figure S2.

the dispersion parameter can be estimated from the data and over-dispersion is a well-addressed problem
in the generalized linear model framework. The challenge in RNA-seq data is that there are often very
limited replicates, such that the sample estimate of gene-specific dispersion is unstable. In this case, it is
often useful to combine information from other genes to improve the estimation. DESeq and edgeR are
the most widely used methods that provide shrinkage estimates of the dispersions by borrowing infor-
mation across genes. To assess how well the dispersions are estimated from these methods, we conduct
a simulation based on real data. First the gene-specific means and dispersions are estimated from the
Cheung data. Pseudo-datasets of 20 000 genes, in two treatment groups with four replicates each, are con-
structed under the NB model with parameters taken from the real data. The mean expressions are directly
sampled from estimated gene-specific means non-parametrically. The dispersions are generated from log-
normal(−1.72, 1.072), which well approximates the empirical distribution of the dispersion observed in
the Cheung data (supplementary material available at Biostatistics online, Figure S1).

DESeq function estimateDispersions with the default settings (sharing
Mode="maximum" and fitType="parametric") and edgeR functions estimateCommon
Disp followed by estimateTagwiseDisp with the default settings (trend="movingave",
prop.used=0.3, method="grid") are applied to the simulated counts to obtain estimated
dispersions. Figure 1(a) and (b) shows the estimated versus true dispersions from both methods. Clearly,
the estimates do not correlate well with the truth. Although both edgeR and DESeq estimate the central
magnitude of the dispersions well, they fail to capture the variations in dispersions among genes.
Changing the settings in the edgeR function estimateTagwiseDisp leads to different estimates
(supplementary material available at Biostatistics online, Figure S4), but does not appear to substantially
increase the accuracy of the estimated dispersion. The near horizontal clusters of points show that the
dispersion of many genes are estimated to be approximately the same, which indicates over-shrinkage of
the dispersions.

Since the dispersion parameter represents biological variation, having a good estimate of φ is crucial to
finding the DE that is beyond natural biological variation. In order to account for gene-specific dispersion,
we take advantage of real RNA-seq datasets with replicates and note that the distribution of the logarithm
of sample dispersion, log(φ), is approximately Gaussian as shown in Figure 2. In the next section, we
describe a novel shrinkage estimator for φ using a log-normal prior and an NB likelihood. In Section 5,
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Simula)ons	  on	  DE	  detec)on	  
240 H. WU AND OTHERS
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Fig. 4. DE detection accuracies from DSS, edgeR and DESeq for top 1000 ranked genes. Genes are ranked by
the absolute Wald-statistic, from high to low, for DSS; ranked by p-values, from low to high, for edgeR and
DESeq. The proportion of true discovery among top-ranked genes is plotted against the number of top-ranked genes.
(a) The dispersion parameter simulated from log-normal distribution, with parameters estimated from the Gilad data.
(b) The dispersion parameter simulated from log-normal distribution, with parameters estimated from the Cheung data.
(c) The dispersion parameter simulated from Gamma distribution, with parameters estimated from the Gilad data. (d)
The dispersion parameter simulated from Gamma distribution, with parameters estimated from the Cheung data.

and satisfies the assumption in local FDR calculation (Efron, 2004). Based on the connection between
the local FDR and the FDR (Efron, 2004), we convert the local FDR to the scale of the classical FDR
for comparison. For edgeR and DESeq, we use the FDR reported from the packages. Figure 5(b) plots
the reported (dashed lines) and true FDRs (solid lines) for the top-ranked genes from the simulation. The
simulation settings are the same as those used in Figure 4(b). The curves are averaged from 50 simulations.
For DSS, the reported FDR curve is close to the true FDR. In contrast, both edgeR and DESeq give mis-
leading FDR estimations. The underestimation of the FDR in the top-ranked genes gives an over-optimistic
certainty in the reported DE. Supplementary material available at Biostatistics online, Figure S8, shows
the comparison of the FDR under more simulation settings.

6. DISCUSSION

We present a new shrinkage estimator for the dispersion parameter in the NB model for RNA-seq data.
We show that this new estimator better captures the variation in gene-specific dispersion and, as a result,
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DSS	  Bioconductor	  package	  

•  Inputs	  are	  the	  same	  as	  DEseq	  and	  edgeR:	  an	  integer	  
matrix	  for	  counts	  and	  column	  labels	  for	  design.	  

conds=c(0,0,0,1,1,1)!
seqData=newSeqCountSet(X, conds)!
seqData=estNormFactors(seqData)!
seqData=estDispersion(seqData)!
result=waldTest(seqData, 0, 1) !



Summary	  for	  DE	  test	  
•  Based	  on	  my	  experiences	  and	  simula8on	  results:	  

–  All	  methods	  provide	  very	  similar	  results	  when	  the	  dispersions	  
(biological	  variance)	  are	  small.	  

–  DSS	  performs	  bePer	  when	  dispersion	  is	  large.	  	  

•  The	  methods	  we	  talked	  about	  are	  based	  on	  the	  gene	  counts.	  
DESeq	  and	  edgeR	  are	  the	  most	  popular	  soIware	  for	  that.	  	  
–  DESeq2	  implements	  similar	  shrinkage	  ideas	  of	  DSS	  (dispersion	  

shrinkage	  based	  on	  log-‐normal	  prior).	  	  

•  There	  are	  other	  methods	  perform	  transcript	  level	  expression	  
es8ma8on	  and	  DE	  analysis:	  cufflink	  and	  cuffdiff.	  	  



Other	  applica)ons	  of	  RNA-‐seq	  



Alterna)ve	  splicing	  

•  Defini8on:	  the	  same	  pre-‐mRNA	  produces	  different	  mRNA	  
products,	  through	  joining	  different	  exons.	  
–  Loca8ons	  where	  two	  exons	  join	  is	  called	  “junc8on”.	  	  
–  Can	  be	  detected	  and	  quan8fied	  using	  exon	  arrays,	  which	  probes	  
are	  designed	  to	  target	  the	  junc8on	  regions.	  

–  From	  RNA-‐seq:	  look	  at	  “junc8on	  reads”,	  which	  are	  reads	  
overlap	  two	  exons.	  	  

pre-‐mRNA	  

mRNA	  

Sequence	  reads	  



•  RNA-‐seq	  can	  detect	  alterna8ve	  splicing	  paPerns	  by	  analyzing	  
the	  junc8on	  reads.	  	  

•  The	  exon	  junc8ons	  are	  not	  in	  the	  reference	  genome	  so	  special	  
alignment	  methods	  are	  needed.	  	  

•  Usually	  reads	  are	  aligned	  to	  known	  junc8ons.	  	  
•  There	  are	  methods	  to	  detect	  new	  junc8ons	  (ab	  iniOo	  splicing	  

detec8on).	  	  



Using	  tophat	  

•  Based	  on	  bow8e,	  aligns	  RNA-‐Seq	  reads	  to	  a	  genome	  
in	  order	  to	  iden8fy	  exon-‐exon	  splice	  junc8ons.	  

•  Runs	  on	  Linux	  and	  Mac	  OSX	  
•  Command:	  
!tophat -o out_dir bowtid_index input.fastq!

•  Output:	  
–  accepted_hits.sam:	  read	  alignments	  in	  SAM	  format.	  

–  junc8ons.bed:	  junc8on	  reads	  in	  BED	  format.	  !



Es)mate	  isoform	  expressions	  

•  Isoform:	  different	  transcripts	  from	  the	  same	  gene,	  
caused	  by	  alterna8ve	  splicing.	  	  

•  Different	  isoforms	  could	  have	  different	  expression	  
levels.	  	  

•  A	  toy	  example	  for	  a	  gene	  with	  3	  exons:	  
–  It	  was	  known	  the	  gene	  has	  two	  isoforms:	  exon1+exon2,	  
and	  exon1+exon3.	  

–  The	  read	  counts	  from	  the	  exons	  are	  10,	  7,	  5.	  	  
– What	  are	  the	  expression	  level	  for	  the	  two	  isoforms?	  	  



Some	  approaches	  

•  A	  Poisson	  model	  :	  Jiang	  et	  al.	  (2009)	  BioinformaOcs.	  
–  Underlying	  Poisson	  rate	  is	  a	  linear	  combina8on	  of	  isoform	  
expressions,	  then	  derive	  joint	  data	  likelihood.	  

–  Compute	  MLE	  for	  the	  isoform	  expressions	  by	  maximizing	  
Joint	  likelihood	  through	  numerical	  methods.	  	  

•  Solas:	  Poisson	  model	  with	  EM	  algorithm:	  Richard	  et	  al.	  
(2010)	  NAR.	  

•  Cufflink	  Trapnell	  et	  al.	  (2010)	  NBT:	  a	  product	  of	  Bernoulli	  
model	  with	  mul8variate	  normal	  prior,	  then	  use	  Bayesian	  
method	  to	  report	  maximum	  a	  posteriori	  (MAP).	  



Use	  cufflink	  

•  Runs	  on	  Linux	  or	  Mac	  OSX	  
•  Input	  is	  alignment	  result	  from	  tophat.	  	  
•  Command:	  	  
!cufflinks -o output_dir  accepted_hits.sam!

!



Summary	  for	  isoform	  expression	  

•  Mostly	  for	  known	  isoforms	  (the	  combina8on	  
paPerns	  of	  exons).	  

•  MLE	  approaches	  for	  es8ma8on.	  
•  Methods	  available	  for	  differen8al	  isoform	  
expressions/differen8al	  alterna8ve	  splicing:	  	  
–  Cuffdiff.	  
– MAT:	  Shen	  et	  al.	  (2012).	  
–  rSeqDiff:	  Shi	  et	  al.	  (2013).	  



Review	  
•  RNA-‐seq	  provides	  informa8on	  for:	  
–  expression.	  
–  Alterna8ve	  splicing.	  
–  Structural	  varia8on,	  e.g.,	  gene	  fusion.	  

•  Sta8s8cal	  problems	  include:	  
–  Summariza8on.	  	  
–  Normaliza8on.	  
–  differen8al	  expression	  tes8ng.	  
–  isoform	  expression	  es8ma8on.	  
–  differen8al	  isoform	  expression/alterna8ve	  splicing.	  

•  Some	  rooms	  for	  method	  developments.	  


